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Opening note 

As we turn the page to a new chapter, I am pleased to introduce the 
latest edition of InnovAction. This annual magazine not only highlights the 
remarkable achievements and advancements made within Altice Labs but 
also reflects the shared commitment of our community to shaping the future 
of technology while improving people’s lives.

On a year defined by dynamic change, we find ourselves navigating the 
complexities of evolving global challenges and the rapid transformation of 
the technological landscape. Through our collective efforts, we’ve explored 
how innovation can connect people, transform industries, and create solu-
tions that matter.

The stories within these pages celebrate the spirit of collaboration and the 
resilience of our teams. They capture the essence of what makes Altice Labs 
unique: our ability to merge creativity with technical excellence while con-
verting knowledge into action. 

This edition takes a deep dive into groundbreaking advancements, such as a 
multichannel high-speed PON solution coexisting with legacy technologies, 
the evolution of 5G Radio Unit architecture, and the impact of Passive Optical 
Network technology on quantum signals. We explore the future of disaggre-
gated and virtualized access networks, the sharing of resources among virtual 
operators, and the potential of blockchain in federated network ecosystems.

Sustainability also takes center stage with smart energy tools and AI-driven 
automation redefining efficiency. Our focus on DevSecOps practices reflects 
our commitment to embedding security in every aspect of development, 
while new methods for automatic FTTH network design showcase the grow-
ing role of AI in network planning.

We trust this publication will provide valuable insights and inspiration, offer-
ing a glimpse into how we’re preparing for the future—by fostering talent, 
engaging with the international innovation community, and staying true to 
our mission of being a global catalyst for change.

We invite you to explore this InnovAction 2024  as a window into the future 
we are building together. 

Thank you for joining us on this voyage of innovation and discovery.

 
João Paulo Firmeza 

General Manager of Altice Labs 
PFirmeza@alticelabs.com



Editorial Note

As 2024 comes to an end, we acknowledge the 
adverse global context while recognizing our 
responsibility to be agents of change and hope. At 
Altice Labs, we will continue to blaze a pioneering 
trail in the telco industry, striving to develop cutting-
edge products that connect people and revolutionize 
society. Our technology empowers us to overcome 
obstacles, adapt seamlessly to new contexts, and 
respond effectively to emerging challenges.

In this journey, InnovAction stands not only as a 
means of sharing valuable information but also 
as a reflection of our efforts in tackling pressing 
topics ranging from connectivity and cybersecurity 
to artificial intelligence and energy sustainability. 

In a world where connectivity demands increase 
exponentially, communication service providers 
must be able to adapt and grow in tandem to 
continue delivering the best possible service to 
their clients. As a core element for digital transfor-
mation, we have five engaging themes in this area:

• Evolving Passive Optical Networks (PONs) to 
accommodate multiple wavelength chan-
nels were object of a study that shows good 
viability perspectives for the next generation of 
multi-wavelength PONs;

• The significant role of FPGA devices in developing 
Altice Labs 5G Radio Unit (RU) products was high-
lighted as it enriches the mobile network portfolio; 

• Altice Labs’ solution to leverage the poten-
tial of cloud-based environments and the 

micro-services principles in access networks 
was explored as it allows us to quickly adapt 
the devices to new service models and features, 
while also providing new interoperability 
points, adding the potential for decoupling the 
hardware vendor from the software’s; 

• The Fixed Access Network Sharing (FANS) para-
digm emerged as the structure that permits 
usage optimization of the underlying network 
infrastructure, now shared by different Virtual 
Network Operators (VNO); 

• Improving the fiber network inventory was one 
of the main concerns tackled in this issue, as 
well as the necessity of giving autonomy to 
field technicians. 

Alongside connectivity, cybersecurity becomes 
of paramount importance. More than ever, it is 
essential to consider security in all its angles to 
create a safer digital society. The generalized 
concern with this field is reflected in three of our 
articles’ topics:

• The DevSecOps methodology is presented as a 
crucial strategy to minimize potential security 
risks in the software development life cycle, not 
without acknowledging its requirement for a 
strong organizational commitment;

• Blockchain technology is highlighted as it uses 
its immutability, transparency, and decentral-
ization to address the shortcomings of conven-
tional security systems, reducing the risks of 
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data breaches, identity theft, and unauthorized 
access to a resource or service;

• The impact of PON technology on Discrete 
Variable Quantum Key Distribution (DV-QKD) 
is investigated, underscoring how Quantum 
Communication is able to mitigate today’s 
challenges if capable to work with fiber-based 
network solutions.

In this edition, the subject of Artificial Intelligence (AI) 
applied to different domains is a key topic. We have 
prepared a total of five articles addressing AI themes:

• Genetic algorithms are proved to be an effec-
tive method for addressing the complexities 
involved in FTTH GPON network design, drasti-
cally reducing the time of the process;

• The impact of AI in software engineering is 
the subject of a reflection where AI tools are 
acknowledged for allowing users to focus on 
the more complex and creative aspects of the 
development process;

• Neural networks applied to enhance predictive 
models, focusing on anticipating top-up propensi-
ty and account balances before top-up in prepaid 
mobile services, reaching promising results;

• GenAI makes hyper-personalized experiences 
possible, reshaping customer experience and 
how businesses run, driving innovation across 
industries that unlocks new opportunities for 
human connection;

• A machine learning-based algorithm that detects 
fires in their early stages while being lightweight 
enough to be used in a low-power device, such 
as a single-board computer, is presented. 

In recent years, energy sustainability has become 
a primary concern for Communications Service 
Providers. This focus has inspired us to prepare an 
article on Dynamic Energy Management, exploring 
the technologies and software tools that can opti-
mize the use of electric vehicle batteries, energy 
communities, and peer-to-peer (P2P) applications 
for buying and selling energy.

All in all, we delved into complex and stimulating 
topics, sharing new information and knowledge 
in an engaging and captivating manner. Thanks 
to the meticulous efforts of our passionate collab-
orators and partners, we hope to have crafted a 
magazine that sparks your creativity and inspires 
you to take action and innovate.

May this magazine fuel your inspiration!

Ana Margarida Almeida 
ana-margarida-almeida@alticelabs.com 

 
Pedro Carvalho 

PCarv@alticelabs.com

Filipe Cabral Pinto 
filipe-c-pinto@alticelabs.com
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We demonstrate a multiwavelength intensity modulation of 50 Gb/s per channel PON. It propa-

gated through 20 km of fiber without any electrical or optical compensation, with negligible pen-

alties. The impact on the coexisting technologies was <0.5 dB.
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Introduction
Passive Optical Networks (PONs) play a crucial 
role in modern telecommunications and networks. 
They are the vehicle for the broad offering of high-
speed internet access, cost efficiency, and scal-
ability. Standardization committees, together with 
operators, are aiming to achieve several hundred 
Gb/s per port, using the existing fiber network and 
available wavelength bands [1], [2], [3]. For this next 
stage, the trend is O-band due to its low attenua-
tion and chromatic dispersion, which is critical for 
high data rates [4], [5].

Following the efforts in the specification of the 
NG-PON2, for PON to accommodate multiple 
wavelength channels, it is required to assess 
conventional wavelength division multiplexing 
(WDM) metrics. These metrics include the wave-
length multiplexer (WM) effect on signal integrity, 
maximum spectral excursion (MSE), maximum 
tuning error (MTE), and the impact of multiplexing 
several channels [6], [7].

In this work, we demonstrate multiwavelength 
50 G-PON with 100 GHz channel spacing, where 
we focus on evaluating and testing the perfor-
mance of off-the-shelf external modulated lasers 
(EML) and TOCAN-based O-band 50 Gb/s trans-
mitters within a Time and Wavelength Division 
Multiplexing (TWDM) scheme. First, we examine 
the modulation quality by testing the effect of (de)
multiplexing operations through a WM, studying 
the eye extinction ratio (ER) against signal-mul-
tiplexer frequency detuning (Δf). Secondly, we 
investigate the effects of four-wave mixing (FWM) 
and inter-channel interference (ISI) by introduc-
ing up to two additional channels and studying 
the ER penalty as a function of channel spacing. 
Finally, we also tested the impact of these chan-
nels on a network with current PON technologies.
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Experimental set-up
The EML lasers used in this work have an integrat-
ed Semiconductor Optical Amplifier (SOA) to boost 
the power and were modulated with 2^(15)-1 PRBS 
patterns at 49.7664 Gb/s through a 40 GHz bias tee. 
The characterization of the signal was made through 
the ER offline analysis of the waveshape. We used 
three of these lasers at 1340.15, 1340.75, and 
1341.35 nm, modulated with double-sideband (DBS) 
(optical spectra as inset in Figure 1a), with 6.2 dBm 
of output modulated power. The channels are 
multiplexed by a WM (inset of the transfer function 
in Figure 1a), which consists of an 8-channel O-band 
100 GHz ITU grid mux/demux with 60 GHz band-
width (BW). The spectrum measurements were 
taken with an Optical Spectrum Analyzer (OSA) 
with 0.1 nm resolution. In all the experiments we 
have taken the back-to-back (BtB) measurements 
and the 10 and 20 km of standard single-mode 
fiber (SSMF). The received optical power (ROP) was 
adjusted using a variable optical attenuator (VOA). 

FIGURE 1 – a) Schematic of the single and multichannel setup; b) multi-technology coexistence trial setup. 
WM - Wavelength mux with the profile in the inset on the left; OSA; PM; Pattern generator (PPG)

After the WM demultiplexer, a 70 GHz real-time oscil-
loscope is used with a 59 GHz BW photodetector 
while a power meter (PM) monitors the cross talk 
power. In the scope, before eye plotting and analysis, 
a 0.75 symbol rate 4rth order Bessel filter is applied 
as in ITU-T G.9804.3 standard [2]. EML1, at CH1 of the 
WM, is the reference probing channel in all setups.

We made the experiments in three phases: single 
channel characterization, multiple channels impact 
on the first channel, and, finally, the effect of 
this combination in other technologies. For the 
single channel characterization, only EML1 from 
Figure 1a) was used (EML2 and 3 were off). In 
the multiple channel scenario, different config-
urations were used: EML1+EML2, EML1+EML3, 
and EML1+EML2+EML3. Finally, this last combi-
nation of EML1+EML2+EML3 was inserted into a 
PON scenario with current technologies (G-PON 
and XGS-PON) to evaluate its impact; as depict-
ed in Figure 1b), the 50 Gb/s channels entered a 
Coexistence Element (CEx) together with the current 
PON technologies, sent to the network and then 
de-multiplexed. 

a)

b)
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Experimental results

Single channel
The first test aimed at testing the robustness of the 
signal to the reduced bandwidth of each WM chan-
nel (60 GHz). In B2B we analyzed the signal ER, and 
the results are presented in Figure 2. The B2B eye 
diagram without WM, inset #1, displays an ER of 5.9 dB, 
while, in the presence of the WM, at nominal 0 GHz 
of detuning (inset #2), the eye shows an ER of 5.5 dB. 
The signal was shifted from -40 to 40 GHz, and it 
gets degraded as we detune due to signal distortion. 
However, it improves as we get to the point where 
it gets into optical single-sideband operation. The 
remaining insets are given as a visual reference of 
the signal performance. From the results, and consid-
ering a maximum tolerance of 0.5 dB in the signal ER, 
one can define a maximum spectral excursion for this 
signal of around 34 GHz, which is rather compatible 
with the existing control systems used in NGPON2.

FIGURE 2 – Impact of the detuning of a single 
50Gb/s signal with respect to the central 

wavelength of WM channel. Δf is the difference 
between the WM design frequency
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Multichannel
In this section, and for all the multichannel anal-
ysis, channel 1 was used as a probing channel. 
We used the combinations of the three available 
EMLs to i) observe the impact of cross talk and 
FWM with two or three channels; ii) test the impact 
of using the 100 GHz spacing when compared to 
the 200 GHz, using two channels CH1+CH2 and 
CH1+Ch3 (without CH2).

For the i) case, CH1+CH2 were used with fiber, and 
the FWM power was evaluated by monitoring the 
optical power on the third WM output while sweep-
ing CH2 optical power. The results, displayed in 
Figure 3a), show that FWM power is very residual. 
This setup was also used to measure the impact of 
the linear cross talk between channels; to do this, 
the CH2 wavelength was varied inside the filter 
bandwidth, and the impact on CH1 was measured. 

Results are shown in Figure 3b), where it can be 
seen that the impact was very small, with some of 
the minor variations also coming from the tempera-
ture tuning of the lasers.

Still maintaining the same setup but adding a 
third laser at CH3, resulting in CH1+CH2+CH3 with 
fiber, the penalty of the FWM on CH1 was also 
studied. To do so, CH3 optical power was varied, 
and the impact on CH1 was evaluated through ER 
measurements. A negligible impact was observed, 
as can be seen in Figure 3c).

Regarding case ii), CH1 ER was measured in 
the presence of CH2 only (CH1+CH2), CH3 only 
(CH1+CH3), and both (CH1+CH2+CH3), in BtB, 10 
and 20 km of fiber. Figure 3d) shows the results, 
together with a single channel (CH1 only), where 
can be seen that CH1 ER is little affected by the 
presence of the other channels (CH1 ER variation is 
less than 0.3 dB).

FIGURE 3 – Results obtained with the multichannel scenario. a) and b) Two channels; c) Three channels; d) 
Combination of one, two, and three channels

a) c)

d)b)
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Conclusions
We have demonstrated a multiwavelength IM/DD 
50 Gb/s per channel system without any optical or 
electrical compensation at O-band. The impacts of 
the linear and nonlinear effects on the performance 
of such system were drafted, showing good viabil-
ity perspectives to be presented as an evolutive 
path for the next generation of multiwavelength 
PONs. The study was made for the downstream 
path in order to observe the fundamental limits of 
the proposed technology. Burst mode will be stud-
ied in the upcoming work.

A coexistence scenario was also considered, and 
no impact was observed on the OLT sensitivity and 
overload, as well as on G-PON and XGS-PON termi-
nals with the introduction of the proposed 50 Gb/s 
multiwavelength system.

Coexistence with legacy 
technologies

A CEx was added to the scenario in order to  

(de)multiplex the current PON technologies with 

the multiwavelength 50 Gb/s PON channels. The 

sensitivity and overload of an XGS-PON and 

G-PON OLT, equipped with an MPM C+ Class, 

were measured according to ITU-T G.984.5 and 2. 

These measurements were conducted in back-to-

back configurations and 20 km of SSMF, as shown 

in the setup schematic in Figure 1b). The impact 

of the introduction of the new PON signals was 

analyzed, and there was a penalty of less than 

0.5 dB in the two technologies, showing good 

compatibility and desired interoperability of PON 

technologies, including the novel proposed in this 

article 50G TWDM PON.
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195G Radio Unit based on an RFSoC FPGA

The Field Programmable Gate Array (FPGA) team at Altice Labs delivers embedded digital designs 

for communication products. Adopting these devices in the product life cycle allows for adding new 

features or correcting issues without hardware redesigns, thereby eliminating additional costs.

This paper highlights the significant role of FPGA devices in developing Fifth Generation (5G) Radio 

Unit (RU) products, aligned with 3rd Generation Part nership Project (3GPP) specifications, which de-

fine waveforms, protocols, interfaces, and the overall architecture used in current mobile networks 

and have been instrumental since the Third Generation (3G).

An overview of the architecture is provided, describing the main functions of the AMD Ultrascale+ 

RFSoC Digital Front End (DFE) FPGA [1] device family ‘xczu67dr’ for Altice Labs' 5G RU development. 

The embedded digital design, developed with Instituto de Telecomunicações - Aveiro, and supported 

by AMD IP cores, is illustrated with our modules. Each module's behavior is written and simulated 

using Very High-Speed Integrated Cir cuit Hardware Description Language (VHDL) code and Matlab 

[2] before final implementation. The embedded digital design implements physical layer functionality 

aligned with standards, enabling our 5G RU to interface and communicate in 5G networks.
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Introduction
FPGA devices became a relevant component of the 
main modules of diverse technologies, respond-
ing to an increasingly high demand for complex, 
performant technology product solutions. Interface 
diversity, reconfigurability, and capability to process 
high data rates make such devices the perfect solu-
tion to be aligned with 5G applicable standards.

The 5G New Radio (NR) may operate in different 
frequency ranges to support distinct scenarios, 
providing a higher capacity and a broader range. To 
contribute to that flexibility, the 5G-NR Radio Access 
Network (RAN) architecture is composed of various 
logical nodes called gNodeB, and these are divided 
into three distinct components: the Central Unit (CU), 
the Distributed Unit (DU), and the RU. This division 
is fundamental to the modular architecture of 5G, 
providing flexibility and scalability [3] in network 
deployment and management. This translates into 
different possible topologies, such as point-to-point, 
point-to-multipoint, and ring architecture.

The Open Radio Access Network (O-RAN) [3] aims 
to standardize interfaces across RAN units to allow 
for interoperability and flexibility among differ-
ent vendor CUs, DUs, and RUs. The O-RAN fron-
thaul interface (RU to DU) is implemented by the 

embedded AMD O-RAN FPGA IP core and supports 

eCPRI, IEEE 1914.3 (NGFI), IEEE 1588 Precision Time 

Protocol (PTP), Synchronous Ethernet and Network 

OAM. The ability of eCPRI to run on Ethernet is a 

significant advantage in urban areas and indoor 

environments where 5G coverage will be required. 

With such functionalities, the implemented RU is 

compliant with the O-RAN specification [3] and 

mandatory to operate on the 5G mobile network.

5G Concepts

ORAN Overview
As mentioned above, each 5G gNodeB is composed 

of three different units: CU, DU, and RU. The func-

tionalities each of these components is respon-

sible for depend on deployment requirements, 

corresponding to different functional splits. The 

3GPP organization defines eight different options 

(Figure 1) for these splits [4], each tailored to a 

different deployment scenario, balancing consid-

erations of cost and complexity. These options 

allow operators to optimize their network archi-

tecture based on specific needs, such as latency 

requirements, coverage areas, and capacity. 
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The presented RU is based on split 7.2x defined by 
the O-RAN specifications [3], splitting the physi-
cal (PHY) layer functionality into the High-PHY 
in the DU and the Low-PHY in the RU, making it 
an O-RU.

Time and frequency structure
A crucial aspect to understand the following 
sections is the 5G Time/Frequency frame struc-
ture [5]. In the time domain, the 5G radio frame is 
composed of 10 subframes (Figure 2). The number of 

FIGURE 1 – 5G-NR Functional Splits [4]

FIGURE 2 – 5G Radio Frame [5]

slots per subframe varies with the adopted numer-

ology, but the symbols per slot are constant, with 

a fixed value of 14 Orthogonal Frequency-Division 

Multiplexing (OFDM) symbols. Each subframe has 

a fixed length of 1 ms, meaning that as numerology 

increases, the symbol period decreases.

On the frequency domain, each symbol is divid-

ed into various frequency sections that are called 

Resource Blocks (RBs), and the number of RBs varies 

according to the used bandwidth. For example, for 

a signal with a bandwidth of 100 MHz, each symbol 
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is composed of 275 RBs, with two being used for 

guard band purposes, leaving 273 RBs to be allo-

cated for useful information. Each RB is composed 

of 12 Resource Elements (REs) or Subcarriers (SCs), 

each containing a pair of IQ samples.

O-RU FPGA 
implementation
Figure 3 illustrates all the modules involved in the 

implemented O-RU solution. Each module guar-

antees the correct data rate processing, achieving 

the expected traffic performance for the 5G mobile 

network. The DU 10 GbE interface on the left (eCPRI 

interface) is directly connected to the O-RAN-IP core 

block, being in charge of the ingress and egress 

data traffic processing, with the frame format 

according to the IEEE standards. It also supports 

the PTP, which guarantees network synchronization 

between the RU and the DU, with a high degree 

of accuracy, based on periodic Master/Slave timing 

messages exchanged over the network to the left. 

These frames carry timing adjustment information 

that is able to compensate network latency and 

jitter for all the network nodes. These messages are 
detected by the O-RAN interface that then applies 
all the required timing adjustments extracted from 
those messages to achieve, in some scenarios, 
nanosecond-level accuracy.

The selected 'xczu67dr' Zynq Ultrascale+ RFSoC 
DFE [1] device has embedded Analog to Digital 
Converters (ADCs) and Digital to Analog Converters 
(DACs), working together with a hardened radio 
subsystem that facilitates an integrated and 
complete RF solution. The RF-DACs can achieve 
a maximum rate of 10.0 GSPS and 5.9 GSPS from 
the RF-ADCs [6], depending on the selected target 
device. The RF data converters also incorporate 
Digital Down Converters (DDCs) and Digital Up 
Converters (DUCs) that include programmable 
interpolation and decimation rates, a Numerically 
Controlled Oscillator (NCO), and a complex mixer. 
The RF Data Converter IP core is fully configurable 
to support a different mix of signals and required 
bandwidths of the 5G spectrum.

The analog front end includes the Power Amplifier 
(PA), Low Noise Amplifier (LNA), Radio Frequency 
(RF) switches, and analog filters, making the solu-
tion compliant with the strict requirements of the 
3GPP specification for 5G-NR.

FIGURE 3 – O-RU FPGA Block Diagram
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Fronthaul Interface

As mentioned before, the implemented fronthaul 

interface is O-RAN compliant, and it houses vari-

ous functionalities, which include the 10G Ethernet 

Medium Access Control/Physical Layer (MAC/

PHY) and the O-RAN packet processing interface, 

amongst many others (see Figure 4). The O-RAN 

interface module [3] must handle the traffic re-

ceived from the Ethernet MAC in the downlink (DL) 

direction and transmit the packets carrying fre-

quency domain samples in the uplink (UL) direc-

tion, according to the O-RAN specifications.

For the UL direction, the interface must be able to 

process O-RAN Distributed Unit (O-DU) requests, for-

ward the UL samples after being compressed, framed 

with eCPRI, and then sent to the Ethernet MAC.

The fronthaul interface is a component of major 

importance to the RU, since it is responsible for 

receiving and transmitting the frequency domain 

samples in a packet-based fashion to and from the 

DU and to ensure that these packets are O-RAN 

compliant, which allows the RU to interoperate with 

diverse O-DUs. This compliance involves a plethora 

of specifications, the most crucial being the ones 

related to protocols applicable to the packets 

carrying samples, which must use an eCPRI or 

IEEE1914.3 Radio over Ethernet (RoE) layer, along 

with an O-RAN specific one. A brief overview of the 

roles of these components follows.

10G Ethernet MAC/PHY
The 10G Ethernet MAC/PHY is responsible for han-
dling the transmission and reception of data at 
10GBit/s. The MAC organizes data into packets, 
handles addressing, ensures error-free delivery, 
and manages the flow of data to avoid congestion. 
The PHY contains various complex functionalities, 
such as the physical transmission of data over the 
physical medium, converting data into signals for 
transmission, and the inverse operation for recep-
tion. These functionalities are implemented by the 
embedded AMD’s Ethernet MAC IP Core, together 
with our developed logic.

The O-RAN interface module [7] must not only 
handle the traffic received from the Ethernet MAC 
in the DL direction but also transmit the packets 
carrying frequency domain samples in the UL 
direction, according to the O-RAN specifications.

In the DL direction, the interface conducts the filter-
ing process of the O-RAN packets, their dissection, 
and the subsequent decompression, before forward-
ing them to the modulator. As for the UL direction, the 
interface must be able to process O-DU requests, for-
ward the UL samples after being compressed, framed 
with eCPRI, and then send them to the Ethernet MAC.

RB Processing Units
In the DL direction, the RB Downlink Processor 
samples received from the O-RAN interface are 
processed and sent to the modulator, which expects 
symbols that are 273 RBs wide. If a symbol does 

FIGURE 4 – Fronthaul interface diagram
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sL(p, µ)(t), signal on antenna port p and subcar-
rier spacing µ 

θL = 2π(f0 − f1)tCP,L,µ, symbol subjected to a phase 
shift θL

tCP,L,µ = tstart,L,µ + NCP,L,µTc, is the time at the end of 
the OFDM symbol l 

f0, represents the central frequency of the RF 
signal at the transmitter 

f1, represents the central frequency of the RF 
signal at the receiver

Each received OFDM symbol is subjected to a 
phase shift, resulting in phase changes between 
successive OFDM symbols, leading to possible 
frequency error tracking and a weak channel 
estimation process. To avoid such problems, the 
solution proposed by 3GPP in TS 38.211 clause 5.4  
[8] is to apply a phase pre-compensation term  
e−j2πf0t at the transmitter and the term ej2πf0t at the 
receiver. These two terms together provide the 
required correction e−jθl. This procedure helps to 
maintain signal integrity, enhances spectral effi-
ciency, and improves the reliability of communi-
cation systems.

The Inverse Fast Fourier 
Transform (IFFT)
The Fast Fourier Transform (FFT) algorithm is too 
computationally demanding to be efficiently 
executed solely on software; an FPGA implemen-
tation is more power efficient.

At this stage, the input data symbols modulated 
onto the subcarriers are in the frequency domain 
and must be converted to the time domain, being 
this operation the main IFFT role. The Inverse 
zero-frequency Shift (IFFTSHIFT) function is a 
mathematical operation that shifts the zero-fre-
quency component of a signal to the center of the 
spectrum, avoiding phase discontinuities when 

not occupy all its RBs, padding is added to fill the 
gaps, ensuring full symbols are delivered. In the 
reverse direction, the RB Uplink Processor outputs 
full symbols, but the O-DU may only require specif-
ic portions. To accommodate this, the system uses 
circular memory to store the symbols, allowing 
only the requested sections to be accessed while 
new symbols overwrite the previously read ones. If 
partial symbols are requested, padding is added 
to complete them before sending them to the 
O-RAN interface.

Modulator
In 5G OFDM systems, the data stream is divided 
into multiple parallel substreams, each modulat-
ed into a different subcarrier, each orthogonal to 
others, closely spaced in frequency. In the DL, the 
O-RAN-IP core delivers the baseband signal to the 
modulator, where distinct Layer 1 functionalities 
are implemented. Figure 5 illustrates the distinct 
functionality stages provided by the modulator, 
where a brief description of each one is presented 
in the following subsections.

FIGURE 5 – Modulator - Functional Diagram

Phase Compensation
This block was developed using the Matlab tool 
and then exported to VHDL for implementation 
and validation purposes. The phase compensa-
tion procedure is the first processing stage of the 
modulator block. In 5G, phase compensation is a 
technique used to correct phase or offset errors 
introduced during transmission and reception. 
Ignoring channel distortions and noise for simplici-
ty, the signal at the receiver side can be described 
as presented in [8] Annex E:
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performing Inverse Fourier Transforms (IFT). This 
shift algorithm, here developed using VHDL, basi-
cally divides the signal into two halves and swaps 
their positions. The applied Inverse Discrete Fourier 
Transform (IDFT) and Discrete Fourier Transform 
(DFT) algorithms can be described by the following 
Equation 1 and Equation 2:

 
X(k) represents the k-th frequency component of 
the DFT 

x(n) represents the time-domain signal

N represents the number of samples in the 
sequence 

e is the base of the natural logarithm

j represents the imaginary unit

k represents the frequency index in the frequen-
cy domain

In our case, the IFFT is configured for 4,096 sam-
ples, according to the selected numerology (µ = 1). 
The output samples of the IFFT core correspond to 
a time-domain waveform that represents a part of 
the signal.

Cyclic Prefix (CP) Addition
One of the causes of Intersymbol Interference (ISI) 
is the multipath propagation effect, which occurs 
when the RF signal from a transmitter reaches 
the receiver via multiple paths, resulting in the 
overlapping of adjacent symbols in a communi-
cation channel, making it difficult for the receiver 
to accurately distinguish between them. To miti-
gate the ISI impact, an interval guard between 
symbols is created. The objective is to add CP, 
which is a copy of the end portion of the OFDM 
symbol, appended to the beginning. The CP helps 

maintain orthogonality by providing additional 

“space” between OFDM symbols, reducing the 

interference between them [9].

FIGURE 6 – Cyclic Prefix Symbol Pattern for µ = 1

The 3GPP specifies two types of CPs, Normal 
Cyclic Prefix (NCP) and Extended Cyclic Prefix 
(ECP), the latter being only used for the 60kHz 
subcarrier spacing. If normal CP (NCP) is used, the 
CP of the first symbol is present every 0.5 ms and 
is longer than the other symbols, as illustrated in 
Figure 6. The CP length for different subcarriers 
can be calculated using the following formula.

 

l is the respective symbol

µ is the numerology

k is a constant used to relate the 5G-NR basic 
time unit

Ts is the slot duration

Tc is the subframe duration

f is the subcarrier spacing

Nfref is the number of subcarriers

fref is the reference frequency

1)

2)
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TABLE 1 – CP Length versus Numerology in 5G-NR

Based on the presented CP length formula, Table 1 
summarizes the duration of the normal and the long 
cyclic prefix per numerology. Each numerology has 
two long symbols per 1 ms, and these longer symbols 
are generated by increasing the duration of the 
normal cyclic prefix.

Filtering
Due to the 5G modulator’s finite quantization, the 
generated signal presents a substantially high out-of-
band leakage. This is due to the required trade-off 
between resource usage by the modulator and wave-
form integrity and is a problem because the out-of-
band leakage would be amplified and radiated, 
violating the masks of 5G. A combination of two Finite 
Impulse Response (FIR) filters and a digital pre-dis-
tortion is employed to minimize this impact. The FIR 
filters used can be generally described by Equation 3.

The filtered result, y[n], can be obtained by multiply-
ing the input signal, x[n], by the filter coefficients, with 
an impulse response shown in Figure 7. Depending 
on the number of coefficients of the filter and the 
desired cut-off frequency, a sharper or wider filter 
can be obtained. Adjusting these parameters allows 
an out-of-band leakage minimization without 
compromising the total resources of the filter imple-
mentation. A generic implementation of these filters 
can be seen in Figure 8.

As mentioned, a combination of two filters is 
employed in series. The first one minimizes out-of-
band leakage, and the second adjusts the sampling 
rate of the modulated waveform to the input of the 
digital pre-distortion block. The latter also acts as 
an interpolator.

Numerology Subcarrier spacing CP Long (µs) CP Normal (µs)

µ = 0 15 kHz l=0 or 7 NCP=5.2 NCP=4.69

µ = 1 30 kHz l=0 or 14 NCP=2.86 NCP=2.34

µ = 2 60 kHz l=0 or 28 NCP=1.69 ECP=4.17 NCP=1.17 ECP=4.17

µ = 3 120 kHz l=0 or 56 NCP=1.11 NCP=0.59

µ = 4 240 kHz l=0 or 112 NCP=0.81 NCP=0.29

FIGURE 7 – Impulse response

FIGURE 8 – Generic filter implementation

3)
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Demodulator
This section describes the main functionalities of 
the 5G Demodulator. The platform used to de-
velop and simulate the behavior of this mod-
ule was based on the Matlab/Simulink tool [10]. 
For hardware validation, the design was imple-
mented in the “xczu67dr” AMD UltraScale+ FPGA 
with the support of the Vivado [11] environment 
design tool.

Functionality
The main function of the Demodulator is to process 
the UL raw data stream received from the ADC/
antenna and extract the two main data and 
synchronization channels:

• Physical Random Access Channel (PRACH): 
Dedicated channel for establishing UL synchro-
nization and the first step for the User Equipment 
(UE) attachment procedure with the network;

• Physical UL Shared Channel (PUSCH): Main UL 
channel that carries the user data and signaling.

The current implementation of the Demodulator is 
parameterizable and can be used to process differ-
ent bandwidth and Physical Resource Blocks (PRB) 
configurations relative to distinct Numerologies, as 
presented in Table 1.

Operation
The Demodulator takes the I/Q data samples 
directly from the ADC integrated into the AMD RF 
Data Converter, being then split between the PUSCH 
and PRACH datapaths. Below are described the 
internal blocks that constitute the PRACH and 
PUSCH processing paths, also pictured in Figure 9:

• CP Removal: The first step for both UL chan-
nels is to remove the respective (CP) from the 
OFDM symbol;

• FFT: Computes the DFT using a FFT algorithm. I/Q 
samples are transformed from the time domain 
into the frequency domain. FFT size is depen-
dent on bandwidth and PRB configuration;

• FFT Shift: Required only in the PUSCH data-
path, reorders the FFT output by shifting the 
zero-frequency component to the center of the 
data vector;

• Phase compensation: Required only in the 
PUSCH datapath, analogous to the DL module 
of the same name previously explained in 
section 5.1;

• Subcarrier filtering: Required only in the PRACH 
datapath, filters the 139 valid subcarriers rela-
tive to the B4-PRACH [8] short preamble.

Each UL channel output is then fed to the O-RAN 
interface to be sent to the fronthaul.

FIGURE 9 – Simplified view of the Demodulator internal functions



28 InnovAction

Digital Pre-Distorsion
The Digital Pre-Distortion (DPD) and Crest Factor 

Reduction (CFR) modules are part of the DFE 

processing that occurs before the analog convert-

ers in our RU. Figure 10 illustrates the transmit 

(DL) data path. The main purpose of the DPD is 

to adjust variations in the Power Amplifiers (PAs). 

This method involves inserting a nonlinear func-

tion between the input signal and the amplifier to 

produce a linear output. For that, an observation 

ADC is used to capture the PA’s output signal, 

which is returned to the DPD module. This infor-

mation helps the DPD system to adjust the input 

signal to counteract the amplifier’s nonlinearities 

and distortions. The DPD continuously adjusts 

variations in the PAs’ nonlinearity, caused by 

factors such as time, temperature, and different 

operating channels.

The CFR module minimizes the risk of a transmis-

sion-side PA getting saturated when transmitting 

an OFDM signal, a common occurrence in 5G 

systems. This saturation risk is due to the high 

Peak to Average Power Ratio (PAPR) of the OFDM 

waveform. This module identifies the highest peak 

in a symbol and reduces it without changing the 

phase shift. It transmits the same Quadrature 

Amplitude Modulation (QAM) symbols with 

modified amplitude, if the amplitude exceeds a 

specified threshold.

The functionalities described above enable inex-
pensive PAs to function in their nonlinear regions, 
minimizing distortions and thus resulting in higher 
output power and power efficiency improvements. 
Given the vast number of wireless base stations 
worldwide, improving PA efficiency may significant-
ly lower the energy and cooling costs for cellular 
operators. This solution is designed for base stations 
in mobile technologies and similar applications, 
using a combination of hardware and embedded 
software processes to implement DPD correction.

Test setup and 
results
To verify that the O-RU, based on the ’xczu67dr’ 
FPGA device, operates as intended, it is essential 
to conduct comprehensive end-to-end testing and 
confirm O-RAN interoperability, RF signal transmis-
sion and reception, bit error rate, and measure and 
check key performance indicators. To achieve this, 
the test procedures were divided into two setups: 
(i) one that uses an O-DU emulator together with 
a Vector Signal Generator (VSG) [12] and a Vector 
Signal Analyzer (VSA) [13] to validate the O-RU’s 
O-RAN interoperability, modulation, demodulation, 
and RF performance in a controlled and isolated 
manner; (ii) a second one validating the O-RU’s 5G 
connection to a real O-DU, verifying if a UE is able 
to obtain a 5G connection.

FIGURE 10 – DFE Transmit Path
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Functionality validation and 
integration
As mentioned above, this setup aims to validate the 
O-RU’s functionalities by using an O-RAN compliant 
O-DU emulator [14] to generate and receive traffic. 
The VSG equipment injects an RF signal into the 
O-RU while the VSA is used to check the transmit-
ted 5G signal. RF transmission in both directions is 
carried out using RF cables, eliminating any poten-
tial wireless-related issues and focusing on validat-
ing the implemented functionalities. The diagram 
below (Figure 11) depicts the adopted setup.

FIGURE 11 – Test setup diagram

FIGURE 12 – Setup test results, DL

FIGURE 13 – Setup test results, UL

For UL validation, the O-DU emulator must gener-
ate UL request packets, while the VSG injects a 5G 
signal into the RF chain. The O-RU should handle the 
request traffic, perform data processing, and trans-
mit the data back to the O-DU emulator. The latter 
then processes the received O-RAN packets, and 
the signal can be analyzed on the VSA, where the 
VSG-injected signal’s constellation should be visible; 
for DL validation, the same process was used.

Validation results

For the DL test, a 256 QAM 5G signal occupying 
273 RBs was generated, loaded onto the O-DU 
emulator, and then transmitted. The signal was 
successfully demodulated on the VSA connected to 
the RF port. A constellation with a low bit error rate 
was observed, validating the DL/UL capabilities as 
depicted in Figure 12. For the reverse direction, the 
same procedure was used, now with a 4 QAM 5G 
signal. This process was also successfully complet-
ed with a constellation with a low bit error rate, 
illustrated in Figure 13.
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Interoperability and UE 
connection

The second setup was used to test an end-to-end 

5G connection interoperability with an O-DU and a 

UE (see Figure 12 and Figure 13). Unlike the wired 

tests in the Keysight setup, the wireless transmis-

sion was here adopted.

While the first setup was focused on validating 

the individual components of the O-RU perform-

ing end-to-end testing, here the objective was 

to ensure that the O-RU interoperates with a 

commercial O-DU (ASOCS’s O-DU [15]) and 

verifying if the 5G signal is detected by the UE, 

allowing it to attach and use services. If the signal 

is detected and a connection is established with 

success, the UE should have Internet access. This 

approach validated the O-RU in a complete, more 

realistic environment.

Results

Once the setup was operational and both the 

O-DU and O-RU were properly configured, the UE 

was powered on. A Customer Premise Equipment 

(CPE) was used, instead of a cellphone, as shown 

in Figure 14. It successfully detected the 5G signal 

and connected to the network, establishing a 5G 

PDU session required for the exchange of data 

related to devices connected to that CPE via 

Wireless Local-Area Network (WLAN) (Figure 16). 

Power consumption measurements have also 

been conducted with two 5G-RU implementations 

but with different chipsets (the xczu67DR and its 

previous generation, the xczu47DR) in the same 

scenario. Power was measured between the AC/

DC converter and the input of 5G-RU equipment 

on 48VDC and its Root Mean Square (RMS) value. 

The selected ’xczu67dr’ FPGA proved to be 10% 

more power efficient compared to the previous 

chip generation.
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FIGURE 14 – O-RU connected to ASOCS O-DU with a CPE being used as UE (wireless setup)

FIGURE 15 – Controlled Test Setup Diagram (ASOCS’s Setup)

FIGURE 16 – CPE connection to Altice Labs 5G private testbed network, with one device connected to the 
Internet
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provide high flexibility to accommodate a broad 
range of use cases, supporting numerous carrier 
and band configurations. Compliance with the 
3GPP specification and with the O-RAN is import-
ant and mandatory for our RU since it guarantees 
the 5G communication infrastructure conformity.

Besides the presented tests, a wide range of 
distinct signals were used to test and validate our 
RU performance, configured with a wide range of 
data patterns and various types of modulations.  
The wide range of conformity tests demonstrated 
the robustness of our RU, as well as its ability to 
be in line with the specifications required in 5G 
networks. The proof of concept (PoC) was success-
fully achieved with the connection between our 
RU and commercial CPEs, with bandwidth signals 
of 100MHz and 20MHz. All in all, we demonstrat-
ed that the developed RU was able to establish 
communication with commercial CPEs in both 
directions, DL and UL. 

Conclusions
The Zynq Ultrascale+ RFSoC DFE platform enables 
the development of flexible, high-performance, 
and power-efficient radio solutions, through the 
integration of a fully hardened digital front-end 
subsystem, in addition to the direct RF. The avail-
able cores are a plus to decrease time to market 
and guarantee the final performance of the 
present solution. The selected ’xczu67dr’ FPGA is 
more power efficient than the previous generation 
making this device an important player to support 
our solution and enable end-to-end communica-
tion infrastructure upgrades.

The presented work demonstrates that the 
selected Zynq Ultrascale+ RFSoC DFE ’xczu67dr’ 
device, with the embedded IPs and our developed 
modules, enabled our 5G RU solution to be part 
of a real 5G mobile network. All these features 
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In a world where connectivity demand increases exponentially, fixed network operators must be 

able to adapt and grow at the same pace to continue delivering the best possible service to their 

clients. The use of Software Defined Networks (SDN) principles and the virtualization of the phys-

ical network are seen as a way to increase the flexibility and agility of the network. The disag-

gregation of the network devices' functionalities into software components that can run in a cloud 

environment aims to shorten the technology and service updates lifecycle, to quickly adapt the 

devices to new service models and features, and to provide new points of interoperability, adding 

the potential for decoupling the hardware vendor from the software vendor. However, this new 

paradigm raises new challenges, such as how to deal with legacy devices while migrating to the 

next-generation networks without increasing operational complexity. 

This article describes how the AGORA SDN Manager and Controller (SDN M&C) solution leverages 

the potential of cloud-based environments and the micro-services principles in access networks to 

tackle these challenges. The evolution of Altice Labs access nodes will also be described, contrib-

uting to a smooth migration path and enabling multiple deployment options, where the operator 

can choose between running network functions embedded in the devices or disaggregated in a 

cloud environment. This article also provides an overview of the most relevant standards, funda-

mental for interoperability.
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SDN; NFV; Access Networks; PON; CloudCO
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Introduction
The adoption of SDN principles and Network 
Functions Virtualization (NFV), complemented by 
well-defined standards, is seen by network oper-
ators as a means to address several challenges: 

• Increases the scalability and flexibility of the 
network: virtualizing network functions and 
decoupling them from dedicated specialized 
hardware enables the possibility of running 
some of these functions in Commercial Off 
The Shelf (COTS) servers installed in distrib-
uted data centers, depending on several 
requirements, such as latency. This virtual-
ization enables the possibility to dynamically 
instantiate and scale up and down resources 
according to the demand. Another benefit of 
running network functions in an Information 
Technology (IT) infrastructure arises from 
the possibility to reduce/eliminate software 
upgrade downtime. Each network function 
can be upgraded independently, and the traf-
fic can be seamlessly rerouted to the newly 
upgraded function only when it is ready. 
Furthermore, this shortens the cycles for tech-
nology and service updates;

• Avoids vendor lock-in by having a broad 
supplier ecosystem with highly interoperable 
components: the decoupling of network func-
tions from dedicated hardware brings a very 
high potential for interoperability, since what 
was typically a monolithic software package 
running in a specialized network equipment 
can now be broken down into modular interop-
erable components, each with a separated life-
cycle. This interoperability will only be possible 
with a well-defined set of standard interfaces. 
In the past recent years, the Broadband Forum 
(BBF) [1] has been working on the definition of 
these interfaces;

• Quickly adapts the network to new service 
models and features: one of the key compo-
nents of an SDN network is the SDN controller. 
This controller should provide an open and 

extensible Northbound Interface (NBI) that 

enables automation and easy integration with 

northbound systems, abstracting the details 

of the underlying network. SDN networks also 

typically implement concepts of Zero-Touch 

Provisioning (ZTP), automating many tasks that 

were typically done via manual configuration 

of the network devices;

• Provides an evolutive and non-disruptive solu-

tion: the SDN controller plays a key role in the 

coexistence between legacy and new nodes, 

by providing unified management chains and 

workflows. Furthermore, the evolution of the 

network elements from monolithic software into 

modular architectures eases the introduction of 

new features.

Despite the advantages of the SDN/NFV approach, 

operators will have to deal with new challenges, 

such as:

• The increased initial deployment cost, due to 

the requirements of additional computer infra-

structure that enable the running of virtualized 

network functions;

• The increased complexity. The virtualized 

network functions that were previously running 

inside a single device, now need to be orches-

trated and their lifecycle handled separately.

The focus of this article is on PON-based access 

networks. In traditional PON access networks, an 

operator usually has Optical Line Terminations 

(OLTs) from multiple vendors, each with propri-

etary management protocols and/or data 

models under the control of multiple vendor-spe-

cific Network Management System/Element 

Management System (NMS/EMS). In the SDN/

NFV paradigm, the role of the multiple NMS/EMS 

is performed by an SDN controller, the Access 

SDN M&C, which can control the entire multi-ven-

dor network. Some of the OLT specific network 

functions can be disaggregated from the physical 

OLT (pOLT) and run as virtualized functions. This 

set of disaggregated functions is called D-OLT 

(Disaggregated OLT).
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Architecture and 
standards
In 2015, the Open Networking Foundation 
(ONF) publicly demonstrated the Central Office 
Re-Architected as a Datacenter (CORD) project [2]. 
The CORD platform is built with commodity serv-
ers, white-box switches, and specialized hardware, 
such as OLTs that provide the optical connections 
to the end subscribers. In terms of software, CORD 
integrates multiple open-source projects to deliver 
“a cloud-native, open, programmable, agile plat-
form for network operators to create innovative 
services” [3]. A specialization of the CORD platform 
gave origin to the Software Enabled Broadband 
Access (SEBA) project [4], a specialization for resi-
dential access and wireless backhauls.

One of the key aspects of the SEBA project is the 
use of white-box OLTs and switches controlled by 
the OpenFlow protocol [5] via the Open Network 
Operating System (ONOS) SDN Controller. Since 
the OpenFlow protocol was designed essentially 
to control ethernet switches, a software component 
called Virtual OLT Hardware Abstraction (VOLTHA) 
was introduced to provide a “set of abstract APIs that 
enable the PON network to appear as a program-
mable Ethernet switch to an SDN controller” [4].

Despite the advantages of SEBA, such as the use of 
white-box hardware and being a highly program-
able cloud-native open-source platform, and the 
fact that it has been deployed in some network 
operators [6], it has some limitations that, in our 
opinion, have prevented more widespread adop-
tion, such as: 

• The fact of being fully based on open source 
requires network operators to have knowledge 
of how to deploy, troubleshoot, and maintain 
each component or, otherwise, rely on a system 
integrator. Furthermore, the software may 
require modifications to adapt to each opera-
tor's workflow [6];

• It requires additional IT servers and Ethernet 
switches besides the OLT hardware, which 

increases the deployment cost in specific simple 
scenarios that can be handled by a single 
vendor-branded chassis-based OLT;

• Limited scalability when compared to some 
chassis-based OLTs: 1,024 ONUs per VOLTHA 
stack, 10,240 on 10 stacks across the same 
infrastructure [7]. This limit was later increased 
to 4,096 ONUs per VOLTHA stack [8]. However, 
a single large OLT chassis can support over 
24,000 ONTs without any additional IT infra-
structure (12-line cards, each with 16 PON ports 
and using a 1:128 split ratio);

• It does not provide an out-of-the-box inte-
gration with existing non-white-box devices 
already deployed in the field;

• The Openflow protocol has some limitations 
in the implementation of advanced packet 
processing functionalities such as Access 
Control List (ACL), Quality of Service (QoS), 
and firewalls [9];

• The NBI of the SEBA stack and the South-
bound Interface (SBI) between VOLTHA and 
the OLT hardware are not yet defined in an 
official standard.

In December 2023, the ONF announced its disso-
lution, transferring its open-source projects to the 
Linux Foundation (LF), which created project-di-
rected funds to support the work of the technical 
projects [10]. The LF Broadband Directed fund is 
now responsible for continuing the development of 
SEBA and VOLTHA.

As mentioned before, a well-defined set of stan-
dard interfaces is very important to guarantee 
interoperability and fully leverage the potential 
of SDN/NFV networks. The BBF is the reference 
Standards Development Organization (SDO) in 
access networks, and, in 2018, it published the 
TR-384 Cloud Central Office Reference Architectural 
Framework [11], which lays the foundation for the 
Cloud Central Office (CloudCO) architecture – 
designed for next-generation central offices built 
on SDN/NFV principles. Besides other benefits, the 
CloudCO architecture, which has already been 
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addressed in a previous article [12], provides a 

migration path and coexistence of devices already 

deployed in the network [13], widening the scope 

of the CO architecture to range from legacy equip-

ment to new disaggregated/virtualized and white-

box approaches.

The CloudCO architecture is depicted in Figure 1, 
where a clear separation between the access 

segment, the edge segment, and the NFV infra-

structure (NFVI) can be seen. Each segment has 

an SDN M&C responsible for delivering traditional 

Fault, Configuration, Accounting, Performance, and 

Security (FCAPS) functionality but also for provid-

ing disaggregated control plane functionalities.

Some major components include the CCO Domain 

Orchestrator (CCODO), whose role is to orches-

trate all the network segments and provide a 

high-level view of the CCO network. The End-to-

End Service Orchestrator (E2ESO) provides the 

E2E view of the operator network and coordinates 

multiple CCODOs.

Focusing on the access segment, the BBF published 
TR-477 [14], introducing the concept of Disaggregated 
OLT (D-OLT) and specifying interfaces, functional 
blocks, and requirements for moving functionalities 
from the devices into the cloud. The purpose of the 
Broadband Access Abstraction (BAA) component, 
described in TR-484 [15], is to define an abstraction 
layer that provides a unified standard set of inter-
faces for managing multi-vendor and multi-tech-
nology access nodes. This BAA component can 
support traditional chassis-based Access Nodes, as 
well as white-boxes or disaggregated Access Nodes 
compliant with the TR-477 specification. 

Another specification with major relevance for 
PON deployments is the TR-451 Virtual ONU 
Management Control Interface (vOMCI) [16], which 
defines the interfaces and components to virtualize 
the OMCI functionality, usually embedded within 
the OLTs, and one of the OLT functions whose 
disaggregation was first addressed by the BBF. 
The OMCI protocol [17] is used by OLTs to config-
ure Optical Network Units (ONUs). Although it is a 
standard protocol, the implementation may vary 

FIGURE 1 – BBF’s Cloud CO architecture [14]
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from vendor to vendor or even between devices of 
the same vendor. As a result, software upgrades 
on the OLTs are often required when new ONU 
types are introduced. With TR-451, the OMCI stack 
is removed from the OLT. The support of new ONU 
devices is thus possible by simply instructing the 
OLT to use a new remote/virtualized OMCI stack 
(the mentioned vOMCI function) to configure them.

Since the TR-384 specification publication, the 
CloudCO architecture has suffered some adapta-
tions, and several standards have been published 
to fully define the components and interfaces of 
the architecture. Recent work includes the evolution 
to autonomous networks such as the Automated 
Intelligent Management (AIM) related specifica-
tions [18], [19] and Intent-Based Networking (IBN), 
currently under development.

Altice Labs’ Solution 
for the Access 
Network

Altice Labs’ strategy is aligned with the BBF’s 

CloudCO Reference Architecture [12] and aims to 

answer network operators’ challenges by provid-

ing an evolutionary approach with the support 

of multi-vendor, multi-access technologies and 

guaranteeing the coexistence between legacy 

and new-generation devices. This architecture is 

supported by the AGORA access controller and 

Altice Lab Access Nodes, and it is depicted in 

Figure 2 for PON-based access network scenarios.

FIGURE 2 – Altice Labs architecture for PON based access networks
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AGORA provides a complete all-in-one manage-
ment solution. It is compatible with BBF-compliant 
OLTs and with third-party non-BBF-compliant 
OLTs through a BAA layer. Altice Labs’ solution is 
also compatible with ONF’s VOLTHA NBI, allowing 
the integration of any VOLTHA-compatible white-
box OLT.

The AGORA controller exposes an open north-
bound API that simplifies network operation, lever-
aging an intent-based approach, and provides 
easy integration with northbound systems. This 
API also enables network programmability that 
speeds up the delivery of new services and allows 
custom automation. 

Altice Labs Access Nodes are designed to be 
future-proof, either in hardware by providing high 

bandwidth capability and support for upcoming 
new PON technologies or in software by provid-
ing a modular architecture that allows offloading 
some functionalities to run in a cloud environment 
as defined in TR-477 (Disaggregated OLT) and 
TR-451 (vOMCI). This distributed architecture is 
supported by standard interfaces and models.

AGORA Access Controller
AGORA is Altice Labs’ Software Defined 
Networking Management and Control suite (SDN 
M&C), composed of software services that provide 
an all-in-one management solution, fulfilling the 
network operator’s needs for access networks. 
The main components and features are depicted 
in Figure 3.

FIGURE 3 – AGORA Access Controller
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AGORA’s features include network element software 
(SW) management, service lifecycle management, 
and monitoring with health check and self-healing 
mechanisms, as well as high-availability deploy-
ments with geo-redundancy. At the same time, 
AGORA provides a complete FCAPS experience to 
the network owner: 

• Fault Management for Status, Events, and 
Alarms handling and reporting, including alarm 
filtering, correlation and forwarding;

• Configuration Management for Network 
Discovery, Inventory Management, Resource 
Configuration, and Service Provisioning, 
including zero-touch commissioning automa-
tion tools;

• Accounting Management to track the usage 
of network resources and services for auditing 
and usage monitoring purposes;

• Performance Management for bulk telemetry 
data handling and reporting;

• Security Management to ensure user manage-
ment with single sign-on Authentication, 
granular Authorization control, and proper 
Auditing reports.

As it was previously mentioned, AGORA provides 
a full-featured open REST API that abstracts 
the underlying network, ensures high network 
programmability, and provides automation and 
easy integration with northbound systems. This API 
allows seamless management of all the network 
elements deployment options, regardless of the 
OLT protocol/information models, virtualization 
level, and PON technologies. 

For wholesale deployments or any other type of 
network sharing scenarios, AGORA also provides 
dedicated services that allow the Infrastructure 
Provider (InP) to manage and control the slicing 
of its physical network, and each Virtual Network 
Operator (VNO) to have their own FCAPS experi-
ence through a set of management interfaces. This 
feature is explained in detail in the article “Sharing 
network resources between virtual operators in 
access networks” of this issue of InnovAction. 
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AGORA is a cloud-ready modular solution with 
many components developed as cloud-native 
services. As the product evolves, new services are 
added, and existing services are migrated to a 
cloud-native approach, increasing the overall flex-
ibility and reliability of the solution. The AGORA 
solution supports deployment in all types of 
scenarios, such as bare-metal dedicated servers, 
Virtual Machines, or private/public clouds, such as 
Amazon AWS.

Modular OLT software 
architecture 
The Altice Labs OLTs’ software follows a modular 
approach that enables a smooth migration towards 
the adoption of Disaggregated OLTs (D-OLT), 

compatible with TR-477. The operator can choose 
between having all the functions embedded (not 
requiring an additional infrastructure), virtualizing 
all the functions (benefiting from additional flex-
ibility), or virtualizing only some of the functions 
that are considered to bring added value at a 
particular moment (e.g., support new ONU types 
through an external vOMCI function). Each indi-
vidual function can be managed and upgraded 
separately, either as an embedded or virtualized 
function. Furthermore, an isolated area is available 
where additional/third-party applications can be 
deployed as containers, extending the OLT capa-
bilities. The interaction between these applications 
and the core space is made through dedicated 
APIs. Figure 4 depicts this flexibility with the major 
OLT functional blocks.

FIGURE 4 – OLT modular software architecture
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Most of the network functions defined in TR-477 
are supported in both virtualized or embedded 
mode, such as the DHCP Relay Agent (DHCP RA), 
the PPPoE Intermediate Agent (PPPoE IA), and 
the ONU Authentication (ONU Auth). The ONU 
Management (ONU Mgmt) can also be done 
using an embedded OMCI (eOMCI) stack or with a 
TR-451 compliant vOMCI function.

Altice Labs provides implementations for each of 
the D-OLT virtualized functions, which are designed 
to be standard-compliant and cloud-native, taking 
advantage of the scale-in/scale-out mechanism 
inherent to cloud-based environments.

The pOLT interacts with the virtualized functions 
through a set of independent protocol adapt-
ers that can be upgraded separately in case of 
standards evolution. The support of the D-OLT 
functionalities is enabled by an alternate/optional 
software package supported by Altice Labs’ OLTs.

Regardless of the virtualization level that the oper-
ator chooses, the AGORA access controller provides 
a unified management API with consistent work-
flows. The Cloud-Native Network Function (CNF) 
Manager allows the operator to easily manage the 
virtualized functions lifecycle.

An example of third-party applications that can be 
deployed by the operator in the application space 
of the OLT are applications that gather telem-
etry information to feed Automated Intelligent 
Management Decision Elements (AIM-DE) as 
defined in TR-486 [18].

Conclusion
In this article, some of the challenges faced by 
network operators and how they can be solved 

through SDN/NFV technologies were presented. 

The status of the main reference open-source 

projects and standards was also summarized, with 

a focus on the central office. The BBF’s CloudCO 

architecture is being adopted by many operators 

and vendors due to a well-defined set of interfaces 

that does not mandate a single implementation 

and provides a migration path with coexistence 

between legacy and new generation nodes.

Altice Labs’ solution for the access network was 

designed to leverage the benefits of SDN/NFV 

technologies with the BBF standards in mind. 

As previously mentioned, the AGORA SDN M&C 

provides a unified open API that streamlines the 

management of all types of access nodes while 

providing features such as automation, zero-touch 

operations, and intent-based management.

At last, Altice Labs’ access nodes are also designed 

to provide a modular software architecture that 

makes functional disaggregation and compliance 

to BBF standards possible, also on chassis-based 

OLTs. This gives the operator the liberty to choose 

the best option to suit their needs and deploy-

ment scenario: a fully embedded approach to 

minimize initial investments or a more flexible 

approach to run virtual functions in the cloud. 

Either option is supported by the same hardware 

and can be changed later by a software update 

and/or reconfiguration.

Altice Labs is actively contributing to the industry 

standards and best practices, while continuously 

evolving its line of products for access networks, 

making it the right partner for operators looking 

for a state of the art approach for implementing 

their network, while safeguarding investments 

already made.
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https://www.linuxfoundation.org/press/onf-merges-market-leading-portfolio-of-networking-projects-into-linux-foundation
https://www.linuxfoundation.org/press/onf-merges-market-leading-portfolio-of-networking-projects-into-linux-foundation
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In today’s world, traffic demand continues confronting network operators’ ability to scale and 

grow physical networks at a rate befitting that demand, without incurring large capital expendi-

ture (CapEx) investments and greater operational complexity. This is challenging because opera-

tors cannot scale in an efficient way and achieve their full revenue potential. Another problem is 

the necessity of compliance with an environment of greater regulatory burden imposed by regu-

lators that require increasing competitiveness between operators.

The Fixed Access Network Sharing (FANS) paradigm aims to resolve those issues by providing a 

framework that allows usage optimization of the underlying network infrastructure, now shared 

by different Virtual Network Operators (VNO). This paradigm also raises some interesting ques-

tions, such as how the Infrastructure Provider (InP), owning the physical shared resources, can 

properly manage those in a way that they are abstracted into a virtual network layer, allowing 

each VNO to operate on it, without affecting others VNOs and allowing physical network growth 

more efficiently.

Altice Labs is tackling these issues with its own FANS solution, which is part of the AGORA suite of 

products. This solution also has the added value of incorporating network provision automation 

and providing a simplified API for both InP and VNO to manage the supporting physical and virtu-

al network resources, respectively. In this article, the overall architecture of the solution is present-

ed, some technical challenges are identified, and a demonstration of both InP and VNO service 

managers is provided.
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Introduction
Traditional fixed broadband access networks 

deployment models often lack the flexibility to 

adapt to changing needs and traffic patterns, 

making it difficult to scale incrementally as 

demand grows. With such growth and demand, 

telecommunications companies (TELCO) need 

to adapt and evolve their network infrastruc-

ture for a rapidly changing and evolving digi-

tal landscape. These changes entail the need 

for increased traffic rates and strict availability 

requirements that only next-generation Passive 

Optical Network (PON) technology can provide. 

Consequently, to expand and maintain this 

network infrastructure and to support the increas-

ing number of subscribers, greater investments 

are needed. With the rise in costs, also arises the 

need to increase the efficiency of utilization of 

access network resources, namely Optical Line 

Terminators (OLT) and fiber connections. The 

solution comes in the form of FANS, which allows 

for the emergence of VNO taking advantage of 

network virtualization techniques.

The AGORA Access Controller provides a 

complete network management solution for a 

simpler centralized access network operation 

of devices developed by Altice Labs. It provides 

different modules, each with its own purpose 

and functionalities, for a more scalable and effi-

cient way of solving a particular problem that 

may arise from network operators. Some of the 

most recent AGORA’s modules support network 

virtualization, providing the ability of an InP to 

manage multiple VNOs, each with its own virtu-

al network on top of the same shared physical 

network infrastructure.

In this article, the motivation and challenges of InP 

operators to support network virtualization and 

network sharing models are explored. Altice Labs' 

solution for the abovementioned challenges is also 

described, along with the advantages of its use 

over traditional broadband network deployments.
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The road to network 
sharing through 
virtualization

Business perspective
The number of Internet accesses is constantly 
growing and, as such, more and more fixed broad-
band access connections are needed to satisfy 
that demand. It is predicted that PON infrastruc-
ture for Fiber To The Home (FTTH) deployments, 
cable broadband access equipment, and fixed 
wireless Customer Premises Equipment (CPE) 
will all increase until 2026 [1]. All these predic-
tions reveal a scenario where traditional TELCO 
companies need to invest large amounts of money 
to grow their networks. On the other hand, more 
and more strict regulations are being enforced 
by developed countries to increase competi-
tion between currently established players, and 
incentives are provided to facilitate the entry of 
new players into the market. In fact, according 
to the Organization for Economic Co-operation 
and Development (OECD), a scrutiny and regu-
latory environment has been developing in these 
countries over the last few years. This is due to 
the wave of Mergers and Acquisitions (M&A) that 
occurred in these countries in the last decade 
between fixed and mobile network operators, 
resulting in bigger companies in the market, 
each possessing a more concentrated network 
infrastructure. Still, this process was done with 
some safeguards imposed by regulators, as a 
requirement for those mergers to be successful. 
To increase competition in the services provided 
in this new telecommunication landscape, most 
regulators demanded commitments from these 
operators to create conditions for the entrance of 
VNOs as new players [2]. With all these hurdles, 
a new business model emerged, in which these 
incoming players enter into an agreement with 
network providers to access network resources 
at wholesale rate, without the need to own the 
underlying network infrastructure. This can be 

achieved through a virtual network abstraction 

of the underlying physical resources (hence the 

designation of “Virtual Networks Operators”) and 

the leverage of FANS model. The FANS model 

comes with a myriad of benefits that extend 

beyond the conventional telecommunications 

approach, as shown in Figure 1.

Telco businesses can achieve significant cost effi-

ciency by avoiding the substantial capital invest-

ment (CapEx) required for building and maintain-

ing network infrastructures. This allows a more 

efficient resource allocation, allowing time and 

resources to be more focused on innovation for the 

development of more customer-centric solutions. It 

allows for easier market accessibility that fosters 

a more diverse and dynamic market, which in turn 

leads to healthy competition by providing consum-

ers with a range of choices and tailored services 

that lead to more competitive pricing and innova-

tion in service offerings and customer experiences. 

It offers much more agility and flexibility, enabling 

businesses to adapt swiftly to market demands, 

whether it be scaling operations more quickly and 

with less effort or pivoting service offerings to be 

more in line with the market reality of the moment. 

FIGURE 1 – FANS model benefits
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VNOs also have the option of specializing in specif-

ic market segments, offering more personalized 

and niche services that cater to unique consumer 

needs. Finally, this model also facilitates risk miti-

gation, allowing companies to enter the market 

without the high risk imposed by the heavy infra-

structure investments and to experiment with more 

refined strategies based on a loopback feedback 

effect of market response, which allows for more 

informed decisions being made before committing 

to substantial capital investments.

Technical perspective

FANS paradigm

From a technical point of view, the transition from 

a traditional fixed network architecture to a virtual 

architecture, which empowers VNOs with enough 

features and capabilities to manage their own 

virtual network, is a very difficult endeavor. One 

entity that dedicates itself to addressing these 

challenges is the Broadband Forum (BBF), which 

aims to accelerate the growth and shape of broad-

band technology by providing technical specifica-

tions and standards for the industry [3]. Some of 

the most important contributions on the topic of 

fixed broadband access networks sharing, defined 

by BBF in the TR-370 [4] and TR-386 standards [5], 

are as follows:

• Centralized System model: where a centralized 
system is responsible for enabling physical 
access resource sharing amongst several VNOs 
and mediating communication performed by it 
to the physical access node. This model does 
not require any changes to the existing network 
deployed by the InP, and it works well with both 
legacy and new types of network devices;

• Virtual Node model: designed to enable the 
partitioning of the InP’s physical access node 
into multiple virtual access nodes, each associ-
ated to one VNO. In contrast with the previous 
model, each virtual access node is responsible 
for resource management control for each 
VNO in a decentralized way. However, this 
mode requires Multiprotocol Label Switch 
(MPLS) tunneling, VxLAN tunneling, or VLAN 
tunneling with Q-in-Q up to a stack of three 
VLANs [4], features that not all types of access 
nodes may support.

For the purpose of this article, the FANS Centralized 
System model is the one that interests us the most, 
and Figure 2 illustrates its main components.

This figure illustrates the physical domain belong-
ing to the InP, hosting the physical network to be 
shared by “slices” and the virtual domain, with the 
virtual network of each VNO on top of the physi-
cal network. The represented Centralized Sharing 
System (CSS) is the core of the FANS sharing 

FIGURE 2 – Network sharing slices [6]
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model, enabling the InP to execute network parti-
tioning and logically divide the resources between 
the VNOs. This management system supports 
multi-tenancy, where each VNO is a separate 
tenant. Using this sharing technique, it is possible 
to separate the functions and responsibilities of 
the control and management plane from the data 
plane. Some functions reserved to the control plane 
consist in resource allocation management of 
virtual network elements, assigning and mapping 
them to physical resources, mediating backhaul 
bandwidth allocation through quota allocation, 
and diagnostic signaling. On the other hand, the 
data plane at the physical network level remains 
unchanged and is responsible for ensuring packet 
forwarding across the network and traffic segre-
gation between different operators through service 
VLANs, and quality of service (QoS) assurance.

The CSS glues the previously discussed FANS 
use cases and actors together by providing a 

management interface to the InP, a southbound 

interface to control network devices, and a north-

bound management interface to each VNO. 

Required configuration and operation actions 

can be executed by the InP on behalf of the VNO, 

or the VNOs may perform those operations by 

themselves, depending on their capacity to do 

so. It can also support the automation of certain 

operations between the InP and VNOs, such as 

the configuration of customers’ Optical Network 

unit (ONU) and service provision. Finally, the CSS 

also needs to guarantee that any VNO user or 

customer cannot access any data related to 

a different VNO and that all resources will be 

shared in accordance with regulatory constraints 

and contractual agreements [6].

Figure 3 illustrates the physical domain network 

provided by InP, sliced by two distinct VNOs in their 

virtual domain.

FIGURE 3 – Physical network slice
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QoS assurance

A relevant aspect to take into consideration is the 
presence of mechanisms that allow each VNO to 
meet certain levels of QoS assurance to its end 
users. For a VNO to be able to provide customized 
services, multiple differentiated service level agree-
ments (SLA) must be in place, depending on the 
scenario it is addressing. In one scenario, the VNO 
may want to cover real-time applications, such as 
VoIP and video conferencing. For that, low packet 
loss, low latency, and low jitter are important QoS 
metrics. In other scenarios, the VNO may want to 
prioritize uptime and availability for critical appli-
cations, while others, like non-critical services such 
as residential broadband, may prioritize capacity 
utilization for resource optimization. There are 
also those that may prioritize network scalability 
to handle network growth quickly and effortlessly 
when there is a traffic demand increase. 

The CSS must be able to handle these vast myriads 
of scenarios by enabling different QoS parametri-
zations during service provision so that they can 
be enforced in an isolated way for each VNO, 
according to its unique use case. For PON, enforc-
ing QoS compliance levels in the upstream trans-
mission is easier, since the mechanism of upstream 
dynamic bandwidth allocation (DBA) uses time 
division multiplexing (TDM) as a fundamental way 
of transmitting upstream data. This allows for effi-
cient sharing of the upstream channel with predic-
tive and fair opportunities for the different ONUs 
based on their traffic demand. Guaranteeing in a 
predictive way, QoS levels for downstream trans-
mission are more complicated, however. Because 
of the nature of broadband networks, particular-
ly in Digital Subscriber Line (DSL) and fiber optic 
networks, downstream transmission often utilizes 
statistical multiplexing to handle varying data 
rates, handle traffic patterns efficiently, minimize 
wasted capacity, and maximize the use of avail-
able bandwidth [7]. The drawback of this method 
is that we cannot easily guarantee consistent data 
information rate, packet loss, and latency.

In traditional fixed access networks, QoS is typically 
achieved through appropriate queue management 

In this example, the same physical port, in this case 
PON.2.1, is shared between two distinct VNOs (A and 
B). Both VNO A and VNO B are using a slice of the 
resources of the physical OLT2, seeing them as virtu-
al vOLT1 and vOLT2, respectively. Similarly, the phys-
ical PON port slices are mapped as virtual vPort3 in 
vOLT1 (VNO A) and vPort1 in vOLT2 (VNO B).

In summary, these are the main responsibilities of 
each stakeholder in a network system that follows 
the FANS centralized model:

VNO

• Uses the network resources provided by InP;

• Operates and manages its own virtual network;

• Can provide specific tailored services through 
its own network to the end-user;

• Virtual network monitoring through alarmi-
stic and reports systems.

InP

• Leases its physical infrastructure to VNOs;

• Enables physical resource sharing and 
carries out the required partitioning, mapping 
it to virtual resources;

• Ensures backhaul bandwidth mediation 
through quota allocation to optimize resources;

• Guarantees security and privacy between 
different VNO users;

• Provides a northbound interface to the VNO 
for data and control. 
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that separates traffic and schedulers that police 

incoming traffic rates. However, sharing the avail-

able InP resources amongst the several VNOs adds 

another layer of complexity, and the mentioned 

QoS management methods are no longer suffi-

cient, because it is also required to separate and 

isolate incoming traffic from different VNOs. To 

solve this problem, new methodologies emerged, 

such as the three-stage Hierarchical Quality of 

Service (H-QoS) [8].

Altice Labs OLT devices have their own H-QoS 

implementation, which our CSS leverages to guar-

antee minimum QoS levels per VNO in the data 

plane level. Figure 4 illustrates a generic three-

stage hierarchical QoS solution.

This example shows downstream transmission traf-
fic segregated by VNA A in green color and VNO B 
in blue color. This architecture allows for rate limits 
to be established in three different stages, such 
as Committed Information Rate (CIR), as minimum 
bandwidth that is assured, and Excess Information 
Rate (EIR), as remaining bandwidth that can be 
used in competition as a first come first served 
basis. The first stage is done at the PON level, 
where aggregated rate limits can be established 
based on the maximum capacity of the PON port. 
The second stage is done at the VNO level, and it is 
here that we can guarantee minimum bandwidth 
capacity, which allows QoS assurance per VNO. 
Both levels are controlled and managed by the 
InP, where rate limits are configured, considering 

FIGURE 4 – Three-stage H-QoS architecture
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the contract established with each VNO. Finally, 
the last stage is configured at the ONU level, and it 
is controlled by the VNO, where it has the freedom 
to use appropriate scheduler and policer function 
combinations, such as increasing and decreasing 
priorities, shaping the traffic delivered to its final 
subscribers, this way covering a multitude of traffic 
use cases, including data, control, signaling, voice, 
video, and others.

AGORA FANS 
virtualization solution
As stated before, there are several challenges 
that need to be surpassed when offering access 
network sharing management solutions to VNOs, 
particularly when the InP already has legacy 
devices deployed in the physical network, and it 
is essential to reconcile the management of such 
devices with new ones, supporting new PON tech-
nologies. This chapter describes Altice Labs' own 
implementation of the FANS model, including the 
overall high-level architecture of the system and 
the actions to be executed by the InP and VNO 
users during their operations.

InP and VNO systems
Altice Labs developed a new centralized service 
manager, named VNO Manager, that runs on top 
of its Access Controller solution called “Resource 
Manager”. It has also developed a complete 
VNO system with its own services that allow the 
VNO to manage and monitor its virtual environ-
ment. Figure 5 describes, with some detail, the 
InP and VNO architecture and some of the main 
functions and responsibilities of these two differ-
ent system stakeholders.

The InP system includes the following service 
managers that assure the operationalization of the 
FANS model for the VNO:

• VNO Manager: this is a central service, 
essential for this model to work. It acts as an 

orchestrator, where the InP is able, through a 
graphical or REST interface, to leverage the 
following functions:

 – Manage VNO entities: create new ones, 
configure, and monitor them during their 
lifecycle. It also allows the InP to establish, 
for each VNO, different levels of restriction 
policies for its users;

 – Partition of the physical network resources, 
such as OLT equipment and PON ports, in 
different logical slices to be used by each 
VNO in their respective virtual networks as 
vOLT and vPorts;

 – Manage VNO’s ONU devices, planning them 
before field installation. When those ONUs 
are installed, notifications generated and 
received by the Alarm Monitor are used to 
automatically detect and register that ONU 
in the system. There are automation param-
etrizations at the VNO level that automate 
the ONU assignment to the respective 
network slice;

 – Enable the creation of service intent rules, 
which can be used by intent workers to auto-
mate the translation of high-level business 
policies into low-level network configurations;

 – Support of optional ONU quota manage-
ment, allowing the InP to impose limits on 
the VNO slice size, i.e., on the number of 
ONUs each VNO can activate in the same 
PON port: 

• A minimum committed value for each VNO 
can be defined, depending on the maxi-
mum split ratio capacity of the physical 
port, ensuring a minimum number of ONUs 
for a specific VNO on that shared PON;

• An excess number can also be defined, 
allowing each VNO to gain new ONU 
slots in the PON, in competition with other 
VNOs. These values must be configured in 
compliance with pre-agreed negotiations 
between InP and VNO;
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FIGURE 5 – High-level architecture of the InP and VNO systems
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The VNO domain is much simpler and nimbler. 
Each VNO user can operate two services, through 
their respective graphical and REST interfaces:

• A VNO Resource Manager: which is the virtual 
counterpart of the management system of the 
InP, in which the VNO user has the capacity to 
operate a subset of the functionality the InP 
has. These functions are as follows:

 – Monitoring and administratively managing 
all virtual resources, such as vOLTs and vPorts;

 – Provide the same functions as the InP regard-
ing ONU provision and ONU registration;

 – Finally, it can schedule the provision of its 
own service intents, previously negotiated 
and delivered by the InP, and monitor the 
progress of that provision and the result of 
that schedule.

• An Alarm monitor: which allows the VNO user 
to monitor opened alarms that affect its virtual 
network, in a simplified manner. Those alarms 
correspond to the translated alarms forwarded 
by InP VNO Alarm Dispatcher.

Figure 6 illustrates the graphical interface of the 
InP VNO Manager service:

• These configurations can be done at three 
different levels. The first two are the VNO 
and OLT levels, where these configura-
tions act as default values to be applied 
to each new vPort created in the network, 
without affecting the current managed 
ONU capacity already in use by the VNO. 
The last level allows for a finer control by 
overriding previous configurations at vPort 
level. This enables the resource optimiza-
tion of the physical network, since the PON 
can be used to its full capacity.

 – Finally, InP is also responsible for enforcing 
authentication, authorization, and account-
ability (AAA) functions, to ensure the privacy 
of each VNO user, in its own domain, from 
other VNO users. In VNO Manager, the InP 
can create new VNO users, managing their 
respective accounts by blocking them and 
monitoring them.

• Intent Workers: modules that can be horizontally 
scaled, used to process service intents scheduled 
by the VNO user and serviced by a queue. These 
service intent events contain information that 
matches a personalized playbook, tailored for 
the specific VNO that originated those intents. 
These playbooks contain all the detailed network 
configurations that meet the VNO-specific require-
ments to provide connectivity services to their end 
users. The scope of this service is not limited to 
service intents processing, with the possibility to 
be expanded and include other type of intents;

• VNO Alarm Dispatcher: is an isolated module 
that, like the previous one, can be horizontally 
scaled and is responsible for these functions:

 – Receive alarm events from the physical network;

 – Filter alarms by specific VNO virtual network;

 – Translate the alarms to a simplified virtual 
alarm model that can be easily understood 
by each VNO;

 – Finally, it is responsible for forwarding those 
virtual alarms to the alarm monitor of the 
VNO domain.

FIGURE 6 – InP graphical interface

The first menu allows the InP an overall view of 
all the VNOs it can manage. For each VNO, there 
is a dedicated, detailed page where the InP can 
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manage the corresponding network slice from a 
top-down view, i.e., creating the virtual network 
elements first and then mapping them to the phys-
ical resources it wants to slice. The option of slicing 
the network from a bottom-up perspective is also 
possible, making it easier for the InP to perform the 
network slicing in a massive way for several VNOs 
without the need to do it one at a time.

Figure 7 illustrates the graphical interface of the 
VNO Resource Manager service:

FIGURE 7 – VNO graphical interface

FIGURE 8 – Actions performed during the various 
operational phases

Here, every VNO can operate and monitor its 

virtual network and perform all the functions 

already described.

InP and VNO operational 
overview

After detailing the implemented architecture of the 

solution and its main functions, here it is described 

the required operational procedures realized by 

both InP and VNO. The respective workflow is illus-

trated in Figure 8, being visible this can be execut-

ed in different temporal phases.

The pre-provision phase occurs when the InP 

does much of the preliminary work, such as VNO 

creation and configuration, quota parametrization, 

provisioning planned ONUs by their respective 

serial number, creation of service intents and their 

respective playbooks, and configuration of VNO 
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Wrapping-up
As a final remark, we are confident that the 
proposed CSS solution, supported by Altice Labs' 
AGORA, provides the means to answer the most 
important issues raised by the FANS model speci-
fication defined by BBF. The possibility of providing 
the VNO the ability to enter the market without the 
need for chassis-based solutions to connect network 
subscribers is satisfied by providing vOLTs and 
vPorts mapping on a physical slice, removing the 
constraint the traditional operators have to incre-
mentally scale their operations because of the fixed 
size port count of traditional FTTH networks. This, 
in turn, allows VNOs to be more cost-efficient and 
to scale their virtual networks as demand grows. 
Furthermore, the solution is compatible with existing 
FTTH deployments since it does not require special 
device capabilities to perform network sharing, but 
it can leverage advanced features such as H-QoS 
to provide better control over the network resources.

Finally, this solution also provides an interface that 
allows each VNO the autonomy to manage its slice 
of the physical network in a centralized way.

users. In the next phase, InP creates and delivers 

the system environment to the VNO, so that it can 

start its operations. Because most of the things 

the VNO can do, the InP can do too, the provision 

phase entails a mix of actions done by the two 

different stakeholders of the system. As such, both 

InP and VNO can trigger service intent scheduling 

in this phase.

The connectivity phase entails the installation of 

the ONU at the end user premises, in which the 

serial number is then matched with one of the 

planned ONU lists previously provisioned. In this 

stage, the necessary autonomous processes of 

the VNO Manager are responsible for perform-

ing the network slicing, where virtual resources 

are created and mapped on top of physical 

resources, and triggering the event for service 

intent workers to do the necessary network level 

configurations so that the connectivity service 

can be established to the end user. The final 

phase of these operational procedures is a more 

passive one, where both stakeholders monitor 

the health and capacity of the system and act 

upon it, if necessary.

https://www.broadband-forum.org/2022-02-04-open-broadband-news?cn-reloaded=1
https://www.broadband-forum.org/about-bbf
https://www.broadband-forum.org/about-bbf
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them, in situations of high occupancy, to seek installation alternatives in a controlled manner and 

keeping the port occupancy in the inventory up to date.

Keywords
OTB; OLT; Neutral Networks; GPON; API
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Introduction
The adoption of neutral FTTH [1] networks is 
advancing rapidly worldwide, reflecting a grow-
ing appreciation for high-speed connectivity and 
telecommunications infrastructure. In Brazil, for 
example, there has been a notable reduction in 
network construction volumes and an increase in 
the adoption of neutral FTTH networks by fiber 
broadband service providers.

The Neutral Network business depends on the 
following key success factors:

• High-quality infrastructure: a highly available, 
secure, controlled, and managed network;

• Accessibility and neutrality: ensuring that 
the network is accessible to different service 
providers and end users, regardless of their 
size or location, promotes a competitive and 
inclusive environment;

• Sustainable business model: having a finan-
cial model that allows the operation and 
maintenance of the network in a sustainable 
manner is crucial. This may include fair access 
tariffs, strategic partnerships, and efficient re-
source management;

• Customer service and support: providing effec-
tive technical support and good customer 
service to service providers and end users is 
important for resolving problems quickly and 
maintaining satisfaction;

• Operational efficiency: operating efficiently, 
with well-defined processes and effective 
resource management, contributes to reducing 
costs and improving service quality.

Ensuring maximum efficiency in the use of network 
resources, allowing consistent resource utilization, 
can help to create a successful neutral network 
that benefits all market participants. In this article, 
we propose a set of functionalities to control port 
occupancy, their availability for new activations, 
and more precise control of port inventory.
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We will call this set of functionalities “Overbooking 
Maneuvers.” The objective is to maintain the 
network with the best ratio of maximum occupan-
cy to maximum port availability, with the deci-
sion-making power over port use being shared by 
the inventory system and field technicians.

FiBrasil's OTB Overbooking Maneuver solution, 
powered by Open Labs' NOSSIS suite, provides 
more autonomy to field technicians, allowing them, 
in high occupancy situations, to seek installation 
alternatives in a controlled manner and keeping 
the port occupancy in the inventory up to date.

Macro description of the solution
A major challenge for broadband service providers 
(ISPs) and neutral Gigabit Passive Optical Network 
(GPON) fiber networks is to achieve uniform and 
controlled network occupancy through constant 
updating of the inventory of customers and ports. This 
challenge is even greater in standard Passive Optical 
Network (PON) networks, since such networks do not 
offer native port occupancy management solutions.

The Overbooking Maneuver solution (Figure 1)
allows field technicians to choose the best OTB 

FIGURE 1 – Overbooking Maneuver flowchart
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port for executing a customer installation and to 

identify free ports on site. This last process can 

occur when, upon arriving at the installation site, 

the technician finds the originally assigned port 

is occupied or the OTB is not the most suitable or 

closest to the requesting customer. After the field 

technician identifies the appropriate port and OTB, 

the system applies dynamic rules in two steps:

1st stage of automatic maneuver: Automatic transfer 

of the busy service to a free port on the same PON 

port of a given Optical Line Terminal (OLT), freeing 

up the desired port, relying on technical inspection.

2nd stage of automatic maneuver: After completing 

the first stage, the system (FiBrasil Integration x 

FulfillmentOne x Netwin) performs the desired service 

maneuver for the port chosen by the technician.

Continuous tuning and integration of the NOSSIS 

suite includes:

• Optional addition of the "OTB Port" field in 
the Maneuver action in the integration flows, 
FulfillmentOne, and Netwin;

• Marking services as "overbooked" within the 
previous flow;

• New operation in TMF638 Service Inventory 
Application Programming Interface (API) devel-
oped by Open Labs to list OTBs and their free 
ports powered by the same PON – used by 
FiBrasil integration orchestration;

• Enhancements to the "Ports Provisioned" 
report to reflect information on services driven 
by overbooking.

The Overbooking Maneuver solution involves the 
Netwin Inventory and FulfillmentOne modules 
of the NOSSIS suite, as can be seen in Figure 2. 
Requests for these maneuvers are entered through 
the FiBrasil Portal. 

FIGURE 2 – Maneuver process flow
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Inventory (Netwin)
Netwin is the module of the NOSSIS suite responsi-
ble for all levels of inventory information of physical 
resources associated with infrastructures (Outside 
Plant and Inside Plant), covering the various physical 
and logical levels of the network for service manage-
ment, thus providing general end-to-end coverage.

In the Outside Plant section, inventory information 
is based on georeferenced information and is used 
to manage the inventory of the physical network 
and its infrastructures.

In the Inside Plant section, we have functionalities 
for obtaining, editing, and manipulating informa-
tion according to the inventory of equipment, the 
technical room plan, and physical connectivity, 
in addition to other information that can also be 
manipulated in the fulfillment module, such as 
address management, address query, service 
qualification, network planning, GPON network 
design, etc.

Additionally, Netwin provides GPON resource allo-

cation capabilities, allocating resources to services 

under FulfillmentOne requests.

Fulfillment (FulfillmentOne)
The FulfillmentOne module includes the resource 

provisioning part. Through a service order, it is 

possible to allocate resources in the inventory and 

to provision them in the network, thus configuring 

the resources according to the expected config-

urations for each access and provisioning the 

Customer Premises Equipment (CPEs) in the OLTs. 

The provisioning is based on Open APIs.

Our SOM (Service Order Management) system 

coordinates the workflow of activities distributed 

across various systems such as inventory system, 

activation system, and workforce management 

system, among others, until the customer's request 

is fully met, also allowing a status check of each 

activation order.
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Integration (APIs)
All systemic integration, whether between internal 
modules or in communication with tenant systems, 
is based on the TM Forum’s APIs standard, which 
allows the integration of various systems and 
platforms, facilitating the automation of oper-
ations and the implementation of new services. 
With the adoption of TM Forum APIs, developers 
are able to create more robust and scalable solu-
tions, ensuring interoperability between different 
components of the IT ecosystem. Because they 
are open and widely known, they facilitate adop-
tion by potential tenants.

Below, we present a detailed list of the APIs used, 
highlighting their main functions and how they 
contribute to the optimization of maneuvers.

Service Ordering API TMF641 [2]

This API is intended for the control of the orders 
created, making it possible to create configuration 
orders for the FiBrasil network, the most common 
orders being provisioning, pairing, unpairing, 
activation, modification, disconnection, change of 
address, and port maneuver. This API also provides 
query operations for the generated orders, making 
it possible to identify their status.

Service Inventory API TMF638 [3]

This API corresponds to the query of facilities of an 
already provisioned service, finding and listing the 
service elements in the network inventory. For the 
Overbooking Maneuver solution, this API received a 
new operation, the OTB port query, which lists the 
available OTBs according to the location parame-
ters provided, as well as the free ports of these OTBs.

Service Test Management API 
TMF653 [4]

This API is intended to perform Service Certification 
to ensure that what is provisioned in the inventory 
is correctly configured on the network. After the 
execution of service orders, for example, provi-
sioning, pairing, or port maneuvering, it is used to 

https://fibrasil.com.br/catalogo-de-apis/
https://fibrasil.com.br/catalogo-de-apis/


67Overbooking Maneuver solution for OTBs

certify that all parameters are consistent with the 
specification of the service to be provided.

On FiBrasil's website [5], it is possible to find the 
complete list of available APIs, with examples 
of requests and responses from its operations, 
at the following link: https://fibrasil.com.br/
catalogo-de-apis/.

Overbooking 
Maneuver solution: 
step-by-step
Case: at the time of the installation of a service, if 
the technician identifies that the port assigned by 
the system to perform the installation is already 
physically occupied in the OTB, the overbooking 
maneuver allows the technician autonomy to 
choose the OTB and the port to be used.

Overbooking Maneuver solution: 
step-by-step

1. Installation start (Figure 3): the technician tries 
to install a service and finds Port 1, designated 
by the system, is already occupied in the OTB.

FIGURE 3 – Installation start

FIGURE 4 – Technician identifies free port

2. Technician identifies free port (Figure 4): the 
technician verifies that Port 5 is free at the OTB. 
Requests the Maneuver from the service office, 
which performs it via the Portal, informing the 
OTB ID and Port ID.

3. Execution of the Overbooking Maneuver 
(Figure 5): during the execution of the 
Maneuver, if the system identifies that the 
port to be used, in this example Port 5, is 
incorrectly occupied in the inventory (Netwin), 
it executes a new Maneuver, releasing Port 5 

FIGURE 5 – Execution of the Overbooking Maneuver
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responsiveness and operational efficiency, ensur-
ing agile and accurate management of service 
maneuvers in the GPON network infrastructure, 
reducing the problems of undue disconnections 
and lack of precision of the inventory. The auton-
omy offered in this delivery provides agility and a 
significant reduction in the time required to carry 
out field activities.

This solution not only optimizes operational process-
es, but also strengthens Fibrasil and Open Labs' 
position as a leader in advanced telecommunica-
tions solutions, empowering neutral fiber providers 
like FiBrasil to reach new heights of performance 
and customer satisfaction.
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and moving the service from Port 5 to a free 
port as long as it is on the same PON port, 
here exemplified by Port 6, and marks the 
migrated service as overbooking, leaving the 
inconsistency identified for future mainte-
nance. This marking helps in the process of 
improving the network's occupancy inventory.

4. Service installation completer (Figure 6): the 
system triggers the initial Service Maneuver 
again, using the OTB ID and Port ID requested 
by the technician, and successfully terminates 
the process on the Portal screen.

FIGURE 6 – Service installation completer

The port information and maneuvered ports are 
updated in the Netwin inventory. It guarantees 
that the inventory is updated to the next installa-
tion or repair in this OTB.

Exception cases: this solution also manages 
detailed exception flows, such as the lack of free 
ports for the overbooking maneuver, ensuring 
transparency and effectiveness in operations. 

Conclusions
With the integration between FulfillmentOne, 
Netwin, and Fibrasil's integration layer, we increase 

https://www.tmforum.org/resources/specifications/tmf641-service-ordering-management-api-user-guide-v4-1-1/
https://www.tmforum.org/resources/specifications/tmf641-service-ordering-management-api-user-guide-v4-1-1/
https://www.tmforum.org/resources/specifications/tmf638-service-inventory-api-user-guide-v5-0-0/
https://www.tmforum.org/resources/specifications/tmf638-service-inventory-api-user-guide-v5-0-0/
https://www.tmforum.org/resources/specification/tmf653-service-test-management-api-user-guide-v4-1-0/
https://www.tmforum.org/resources/specification/tmf653-service-test-management-api-user-guide-v4-1-0/
https://fibrasil.com.br/catalogo-de-apis/
https://fibrasil.com.br/catalogo-de-apis/
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The adoption of the DevSecOps methodology addresses the urgent need to incorporate security 

into the software development life cycle, which results in a more efficient process, greater robust-

ness against threats and vulnerabilities, and a product of higher quality. Ignoring security during 

the development process can result in significant risks, such as data breaches and substantial 

financial losses. However, it is also necessary to acknowledge the lack of clear guidance on how 

to implement DevSecOps and select the appropriate security tools. 

The present article aims to offer guidance on the current security-related problems and solutions 

at each stage of the software development life cycle, as well as to serve as a guide for DevSecOps 

implementation and security tools selection. Furthermore, some of these concepts and third-party 

tools were applied to create an internal solution that integrates into Altice Lab's Continuous Inte-

gration/Continuous Delivery (CI/CD) pipelines to perform security analysis. As part of a pilot, this 

solution is being validated with selected projects. This article highlights the usefulness of the on-

going pilot, including the effectiveness of our approach and the improvements implemented based 

on real-world feedback.
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Introduction
For the past years, many organizations across the 
globe have chosen to deviate from the classic soft-
ware development methodology for the sake of 
adopting a newer and more advantageous one [1]. 
The development process for software used to be 
linear and sequential, using the classic waterfall 
approach. This method was rigid and slow, which 
made it challenging for businesses to adapt to the 
shifting consumer needs and market demands. 
As a result, businesses started implementing more 
agile methods of software development, such as 
Scrum and Lean, which emphasized the incremen-
tal and iterative delivery of software.

Nonetheless, despite this adoption of agile 
approaches, there was still a barrier between 
the development and operations teams. While 
operations oversaw ensuring the stability and 
dependability of the current systems, development 
focused on delivering new features and capabili-
ties. The distribution of software was delayed by 
this division, which frequently resulted in disputes, 
as well as security vulnerabilities and breaches [2].

The DevOps approach was introduced to address 
these issues, combining both the software develop-
ment process and the IT operations silos that were 
formerly separated [3]. The adoption of these new 
principles and methodologies allowed companies 
to reach new velocity and agility levels previous-
ly unattainable [1]. From a DevOps point of view, 
automation is key. In this approach, the automation 
of the software development process is intrinsically 
connected to the concept of CI/CD, which refers 
to the pipeline that stands between the develop-
ment team and the client, ensuring an automated 
process of building, testing, and deploying the 
application. This automation process has acceler-
ated software development and release, making it 
faster and more reliable than ever before.

However, despite the numerous advantages of the 
DevOps approach, the systems development life 
cycle (SDLC) still lacked the integration of securi-
ty in every phase. On one hand, manual security 
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processes can be a bottleneck for the fast release 
of software, since they are complex and take time. 
On the other hand, security is indispensable and, 
when ignored, can not only cost companies huge 
sums of money, but also make both the stakehold-
ers and clients lose confidence in the brand.

In addition to their own SDLC, modern organizations 
also depend on their software supply chain, which 
encompasses the development, distribution, and 
maintenance of the software they use, supporting 
a variety of activities and processes. The security 
of the supply chain must be ensured to safeguard 
against cyber threats and data breaches, which 
can have serious financial and reputational reper-
cussions for organizations.

In 2023, Sonatype reported the discovery of 
245,000 malicious packages, which is twice the 
total number of malicious packages identified in 
the four previous years combined [4]. Furthermore, 
IBM’s 2023 study revealed several crucial statistics: 
organizations that adopted DevSecOps experi-
enced a 38.4% cost savings per data breach, trans-
lating to approximately US$ 1.68 million – making 
it the top cost mitigator [5]. Data breaches related 
to compromised supply chains accounted for 27% 
of all breaches, with the average cost reaching  
US$ 4.63 million [5]. Additionally, 51% of organi-
zations planned to increase security investments 
after experiencing a data breach [5].

Recent high-profile incidents, such as the Solar-
winds attack [6] and the CrowdStrike incident [7], 
as well as the approval of stricter regulations (e.g., 
the European GDPR and NIS2 Directive, the US 
FISMA, and CCPA), put tremendous pressure on the 
need for various industries to ascertain the securi-
ty of their products and services. These industries 
responded by trying to integrate automated secu-
rity processes into the DevOps approach, comple-
menting the CI/CD pipelines and allowing the shift 
to a DevSecOps paradigm, giving meaning to the 
term “Continuous Security.”

The shift to DevSecOps presents some interesting 
challenges, such as how to secure both the appli-
cations being developed and the CI/CD pipelines 
themselves. Another important and relevant 

concern is how to flawlessly integrate these securi-
ty methods into existing DevOps processes without 
disturbing their fast pace and responsiveness.

In a 2022 study that explored the challenges faced 
in adopting DevSecOps [8], researchers found that 
industries considered the most challenging factors 
to be the lack of automated testing tools for secu-
rity in DevOps and the process of identifying soft-
ware defects found in operations monitoring and 
feeding them back to development, both top-rated 
by 85% of the industries surveyed.

Industries are increasingly acknowledging the 
necessity of integrating robust security measures 
throughout the various phases of the SDLC. This 
recognition is highlighted by the alarming statistics, 
the increasing volume of attacks, and the emerging 
strict legislative frameworks discussed earlier. To 
this end, there has been a progressive adoption 
of automated security measures within existing 
DevOps practices, aiming to significantly enhance 
the security posture of software development 
processes. However, industries face significant chal-
lenges in this transition to DevSecOps, primarily due 
to the lack of standard tools designed to facilitate 
this change. The objective of the work presented 
in this article is to tackle this exact issue, enabling 
the transition to DevSecOps with the ultimate aim of 
bolstering the security of the entire software devel-
opment process and software supply chain. 

DevSecOps-enabled 
SDLC
The growing significance of software security in 
the development process has drawn a lot of atten-
tion in recent years to the adoption of DevSecOps 
principles and practices. However, incorporating 
security measures into the quick and agile devel-
opment processes poses multiple difficulties. A 
security-focused extensive analysis of current 
best practices and industry standards for each 
phase of the DevSecOps life cycle was performed 
and consolidated [9]. In this section, some of the 
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Transversal security concerns in DevSecOps include 
selecting the proper automation tools, access 
control, knowledge sharing, pipeline security, secrets 
management, and fostering a security-aware 
culture. Key practices involve Infrastructure as 
Code (IaC), which automates the setup of comput-
ing environments and resources, and Configuration 
as Code (CaC), which ensures consistent configu-
rations across environments. Managing various 
environments, whether on-premises, cloud, or 
hybrid, whether single-tenant or multi-tenant, also 
presents unique security challenges. 

In the planning, analysis, and design phase, threat 
modeling is used to identify potential security 
threats. Security and privacy risk assessments 
focus on protecting data and ensuring data priva-
cy. Change impact analysis predicts the potential 
effects of system modifications, while abuse case 
analysis anticipates system misuse. These steps 
inform the definition of security requirements for 
the team to follow. Additionally, secure code train-
ing sharpens developers’ security skills.

In the coding phase, practices like source code 
versioning and signed commits ensure the trace-
ability and authenticity of code changes. IDE 
plugins for Static Application Security Testing 

key security concerns and best practices that 
must be addressed in each phase are identified. 
Figure 1 illustrates these phases, integrating the 
Development (Dev), Security (Sec), and Operations 
(Ops) aspects into a unified model.

The Development phases reflect the initial stages, 
such as planning, coding, building, and testing. 
The Operations phases represent the latter stages 
in which the application is released, deployed, 
operated, and monitored. Security traverses and 
intertwines with all phases, ensuring it is not an 
afterthought, but rather a constant focus pervad-
ing every aspect of the development and opera-
tions processes. This also emphasizes the “shift left” 
security approach in DevSecOps, where security is 
considered earlier in the life cycle to identify and 
address issues as soon as possible. 

The feedback loop format of the figure indicates 
that the DevSecOps process is iterative and cycli-
cal. After each cycle, feedback is taken from moni-
toring and applied to improve the next iteration, 
promoting continuous improvement and learning. 
This ensures that the development, operation, and 
security application aspects are constantly updat-
ed and improved, leading to higher quality and 
more secure software.

FIGURE 1 – DevSecOps-enabled SDLC
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(SAST) and Software Composition Analysis (SCA) 
improve code security. Automated tools aid code 
reviews for quality assurance, while commit hooks 
enforce coding standards. Secret scans detect 
sensitive data, preventing leaks. Workstation secu-
rity policies protect development environments. 

The build phase involves employing secure build 
techniques to create reliable, secure software. It 
also includes the use of signed dependencies to 
verify the integrity and authenticity of third-party 
software components, ensuring a trusted software 
supply chain. 

The testing phase of DevSecOps integrates sever-
al strategies for robust security. Secrets injection 
handles sensitive data during testing. SAST, SCA, 
and secret scans detect vulnerabilities in code 
and potential data leaks. Dynamic Application 
Security Testing (DAST) and Interactive Application 
Security Testing (IAST) identify security threats in 
running applications.

The release phase is the final checkpoint in 
DevSecOps before deployment, making rigorous 
security testing crucial. Techniques like SAST, SCA, 
and secret scans guarantee the security of the 
code. The package’s digital signature/encryption, 
coupled with secure transfer, ensures its safety 
throughout the process. A Software Bill of Materials 
(SBOM) provides full transparency of the package’s 
contents. Extensive DAST and IAST performed in 
Quality Assurance (QA) or staging environments 
that closely mimic the production environment 
ensure the utmost security of the application while 
avoiding disrupting operations. Penetration testing 
(pen testing) in these environments allows to iden-
tify potential vulnerabilities that could be exploited 
in a real-world scenario.

In the deployment phase, runtime protection 
implementations intend to safeguard applica-
tions while they are running. Moreover, host 
security measures and vulnerability scans (possi-
bly aided by DAST and IAST tools) ensure the 
deployment environment’s security. Additional 
targeted penetration testing helps to further 
identify potential vulnerabilities.
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The operation phase involves strategies for 
continued security and maintenance. Log collec-
tion provides valuable insight into application 
behavior and potential security incidents. Runtime 
Application Self-Protection (RASP) and Web 
Application Firewalls (WAF) actively safeguard the 
application. Cloud Native Application Protection 
Platforms (CNAPP) offer holistic protection in cloud 
environments. Bug bounty programs incentivize the 
identification of vulnerabilities, while regular patch-
ing ensures the mitigation of identified security risks.

In the monitoring phase, CNAPPs provide continu-
ous oversight of applications in cloud environments. 
Security Information and Event Management 
(SIEM) systems collect and analyze security-relat-
ed data for threat detection. Extended Detection 
and Response (XDR) integrates various securi-
ty tools for a comprehensive defense strategy. 
Continuous vulnerability monitoring identifies and 
addresses emerging security threats, ensuring the 
ongoing security of the application.

Altice Labs system 
development process
This section explores some key aspects of the SDLC 
as practiced by Altice Labs. Understanding these 
practices provides a foundation for suggesting 
improvements based on the DevSecOps methodol-
ogy. This approach enhances not just the security 
embedded within the SDLC but also within the soft-
ware supply chain. The integration of DevSecOps 
can strengthen Altice Labs’ ability to combat secu-
rity risks and ensure the development of secure, 
efficient, and robust software solutions.

Agile Practices - Altice Labs originally operated 
under the Waterfall model of software development. 
This model, while well-structured, lacks the flexibility 
and iterative nature found in Agile methodologies. 
Recognizing these limitations, Altice Labs has inte-
grated Agile practices, specifically Scrum, into their 
development process. Looking towards the future, 
Altice Labs anticipates further optimizing its software 

development and delivery processes through the 
adoption of the DevSecOps methodology.

Custom Components - Altice Labs has been tran-
sitioning from proprietary solutions and custom 
on-premises components, such as registries, to 
more widely accepted and standardized solutions 
like GitHub Registries and Google Cloud Artifact 
Registries. However, the transition is challenging 
due to the tight coupling and integration between 
custom components. Moving towards these stan-
dardized solutions is a strategic move that not only 
aligns with industry best practices but also address-
es the challenges of maintaining and enhancing 
custom solutions, particularly in terms of security. 

Knowledge Centralization - currently, Altice 
Labs maintains both internal and external Server 
instances of Jira and Confluence, leading to 
increased costs and potential inefficiencies. A 
migration process is ongoing to consolidate them 
into single instances of Cloud Jira and Confluence. 
This centralization aims to reduce costs, enhance 
collaboration, ensure data consistency, and 
improve overall operational efficiency.

Workstation Security - current security practices 
at Altice Labs involve access control measures 
and two-factor authentication (2FA), with varying 
privileges for users based on job roles. Antivirus 
software, firewall policies, and full disk encryption 
are also used. While SAST plugins for secure code 
development and SCA plugins for dependency 
security scanning are already in use, they have not 
been standardized or uniformly adopted across 
the entire organization. The goal moving forward 
is to establish a more consistent and widespread 
application of these tools. 

Source Code Management - Altice Labs has been 
transitioning from Apache Subversion (SVN) to Git, 
specifically GitHub, for source code management. 
Git provides multiple appealing features, such as 
distributed version control, a robust security model, 
and commit signing to ensure code authenticity. 
GitHub provides some additional security features 
that will be used, such as protected branches and 
pull request reviews, making sure the requirements 
for code review, approval, and status checks are met. 



77Introducing DevSecOps practices in Altice Labs

Security Tests - Altice Labs plans to standardize 
the use of security testing tools across projects, 
integrating system tests after each build, and 
utilizing SAST, SCA, DAST, and IAST. There is also 
a special focus on QA-intensive security testing, 
as this environment closely mimics the production 
environment and does not cause service disruption.

Continuous Integration - currently, CI is used for 
code integration, automated building, and testing. 
In the past, continuous integration was predomi-
nantly managed by Jenkins, but a transition to 
GitHub Actions has been taking place.

Tools analysis
Several security tools on the market can help orga-
nizations and individuals safeguard their systems 
and data [10]. Security analysis tools identify possi-
ble vulnerabilities in systems and applications, thus 
helping to identify and stop security attacks and 
breaches. There are different kinds of security 
analysis tools, including SAST [11], SCA [12], and 
DAST [13], among others. Each of these types of 
tools has a distinct purpose, and they can be used 
in conjunction to build a robust CI/CD pipeline [10].

Free security analysis tools are very helpful for 
people and companies who might not have the 
dedicated funds to invest in pricey security solutions. 

It is also vital to keep in mind that while these tools 
can be helpful, they might not be as feature-rich 
as their paid counterparts, even though they offer 
numerous capabilities. 

Various free security analysis tools were compared 
in this section to build a secure CI/CD pipeline 
that is both efficient and economical. Furthermore, 
these tools were chosen with deep consideration 
for Altice Labs’ current tech stack to address any 
existing security gaps within its systems. This way, 
security measures can be implemented without 
disrupting the established workflows, aligning with 
the principles of DevSecOps, which advocates for 
the seamless integration of security into the devel-
opment and operations processes.

Types of security analysis
As previously mentioned, there are various types 
of security analysis, three of which are the focus of 
this work: SAST, SCA, and DAST. Table 1, presented 
below, highlights and compares these analyses’ 
key characteristics.

In this table, the type of analysis denotes the level 
of system knowledge during testing (white, black, 
or gray box). The requirements field lists what is 
analyzed by the tool. The SDLC phases pinpoint when 
the tool can be implemented in the development life 
cycle. The targets indicate the scopes to which the 
analysis is applied. Lastly, the findings refer to the 
type of security issues the analysis can detect.

TABLE 1 – Types of security analysis

SAST SCA DAST

Type White-Box Gray-Box Black-Box

Requirements Source Code Metadata / Source Code Running Application

SDLC phases Code; Test; Release Code; Test; Release Test; Release; Deploy 

Targets Source Code, IaC, and CaC
Open-source SW, 3rd party 
libraries, and dependencies

Running applications and 
Infrastructure

Findings
Bugs, vulnerabilities, 

secrets, and code smells

Known vulnerabilities, 
licensing issues, and 
outdated libraries

Runtime vulnerabilities and 
security weaknesses
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This comparative understanding aids in choosing 
the right tools for integration into the CI/CD pipe-
line, ensuring robust and cost-effective security 
measures. These tools can be used in combination 
for a comprehensive security analysis.

Tool comparison criteria
When researching free security analysis tools, a 
combination of academic literature and web-based 
resources were consulted to compile a list of poten-
tial candidates for each type of security analysis 
(SAST, SCA, and DAST). The next step was to filter 
the options based on the criteria specified in Table 2.

Tool comparison results
Filling the security gaps in any organization 
requires careful selection and testing of tools that 
are compatible with the existing tech stack. In 

this context, multiple free tools were meticulously 

examined to address the specific security needs of 

Altice Labs. 

This involved a comprehensive evaluation of tool 

features, compatibility, ease of integration, and 

their effectiveness in identifying and mitigating 

vulnerabilities. The goal was to assemble a toolset 

that could not only enhance Altice Labs’ security 

posture but also integrate seamlessly with their 

existing development processes. 

The outcome of this rigorous comparison and 

testing process is illustrated in Figure 2. This figure 

presents the security tools that were ultimately 

selected for inclusion in Altice Lab’s security tool-

box. The tools are organized according to the type 

of security analysis they perform, providing a clear 

representation of how they collectively contribute 

to a more secure and robust SDLC at Altice Labs. 

TABLE 2 – Tool comparison criteria

Criterion Description

Last version's release date
The tool’s latest version release date should be less than six months 
old, ensuring active maintenance and up-to-date features and 
capabilities.

Last commit date
The tool’s latest commit should be within the last 3 months, 
ensuring active development and timely addressing of bugs and 
vulnerabilities.

GitHub stars
The tool should have more than 1,000 GitHub stars, indicative of its 
popularity, large user base, reliability, and effectiveness.

Free access for private 
repositories

The tool should offer free access to its features for private repos-
itories, thereby supporting secure development without incurring 
additional costs.

Comprehensive free features
The tool should incorporate as many free functionalities as possible, 
allowing the concentration of the needed capabilities within a mini-
malist toolset, thereby promoting efficiency and cost-effectiveness.

Code privacy
The tool should not upload or share the source code externally, 
ensuring the privacy and confidentiality of the proprietary code.

CI/CD integration capability
The tool should be designed to seamlessly integrate into CI/CD 
pipelines, thereby promoting continuous and automated security 
checks during the software development life cycle.
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Security in CI/CD at Altice Labs

In an enterprise setting, maintaining robust, 

reliable, and secure development processes is 

critical, especially as modern software devel-

opment relies heavily on CI/CD pipelines. These 

pipelines streamline the development process, 

automating workflows and improving efficiency. 

GitHub Actions [14] have proven to be an excellent 

resource for building these pipelines, allowing 

for seamless automation directly with GitHub 

repositories. Given that Altice Labs already utiliz-

es GitHub as both a code repository and Docker 

image registry, integrating GitHub Actions into 

the CI/CD pipeline became an obvious choice to 

ensure smooth and automated integration and 

deployment processes.

However, while CI/CD pipelines improve develop-

ment speed and reliability, they must also account 

for security. By embedding security checks directly 

into the pipeline, enterprises can integrate contin-

uous security practices that mirror their contin-

uous development and deployment efforts. This 

approach allows for the early detection and reme-

diation of security vulnerabilities, thereby minimiz-

ing both the cost and the disruption of addressing 

issues late in the development cycle. As such, Altice 

Labs recognized the need to incorporate security 

automation to enhance the security posture of its 

software development processes.

To address the growing need for integrated securi-

ty within Altice Labs’ CI/CD pipelines, the Systems 

Vulnerability Detection Tool (SVDT) was introduced. 

The SVDT brings together the selected open-source 

FIGURE 2 – Tool comparison results
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SAST and SCA tools, offering a comprehensive 
security solution embedded directly into the devel-
opment workflow. Designed for flexibility, the SVDT 
can be used in multiple ways:

• Standalone Docker image – this is the base of 
the SVDT, intended for it to be used anywhere;

• Pre-commit hook – runs the previously 
mentioned image to catch vulnerabilities before 
the code is even committed;

• GitHub Action – facilitates the usage of the 
previously mentioned image in CI/CD pipelines 
based on GitHub workflows. 

By embedding security checks at various stages, the 
SVDT helps automate the detection of vulnerabili-
ties throughout the system’s development lifecycle.

The SVDT performs SAST to identify vulnerabilities 
in the source code, such as exposed secrets, inse-
cure configurations, and potential SQL injections. 
This ensures that security issues can be detected 
and addressed early in the development process, 
minimizing the risk of introducing vulnerabilities 
as the codebase evolves. In addition to analyz-
ing source code, the SVDT also incorporates SCA, 
which scans project dependencies for known 
vulnerabilities. This component helps ensure that 
third-party libraries and open-source components 
used in the software are secure and compliant with 
licensing requirements, reducing both security risks 
and legal exposure.

By integrating both SAST and SCA within the CI/
CD pipeline via GitHub Actions, the SVDT delivers 
continuous, automated security checks that align 
with the agile development practices at Altice 
Labs, ensuring that security is an ongoing concern 
throughout the entire development lifecycle.

SVDT Pilot
Given the diverse range of projects and develop-
ment environments at Altice Labs, it is essential 
to evaluate the effectiveness and adaptability of 
the SVDT across different departments and teams. 
The goal is to validate the tool’s suitability before 

expanding its use throughout the organization. 
This involves ensuring that the SVDT can seamless-
ly integrate into existing workflows, tackle unique 
security challenges, and deliver tangible improve-
ments in vulnerability detection.

To achieve this, Altice Labs initiated a pilot program 
to test the SVDT in a variety of existing projects. The 
pilot aims to assess the tool’s performance across 
different environments, measure its impact on 
security practices, and gather feedback for further 
refinement. Through this structured approach, 
Altice Labs will be able to determine whether the 
SVDT meets its goals of enhancing security while 
supporting the speed and flexibility of modern 
development practices.

The pilot is organized in four phases to evaluate 
the tool's effectiveness, adaptability, and security 
enhancements for diverse projects. Each phase 
was designed to progressively introduce, deploy, 
and assess the SVDT.

Phase 1 - Project Selection: in July 2024, various 
departments across the organization nominated 
projects to participate in the pilot. Among these 
projects, some were selected in a way that ensured 
company representativity, as well as technological 
and requirements diversity, aiming to guarantee 
that the SVDT would be broadly applicable across 
the organization.

Phase 2 - Pilot Kick-off and Goals Setting: the 
pilot began at the end of July 2024 with a kick-off 
meeting to introduce the pilot team, the SVDT, and 
the overall plan. This was followed by individual 
meetings with each project team to define specific 
goals, tailoring the tool’s usage to the unique needs 
and expectations of each project. 

Phase 3 - Execution: upon the pilot goals setting, 
at the beginning of August, teams were encour-
aged to autonomously start integrating the SVDT 
into their projects using the available documen-
tation and provide feedback. This feedback was 
instrumental in shaping the subsequent develop-
ment of the tool, which directly influenced a new 
version of the SVDT, addressing bugs and adding 
requested functionalities. In mid-September, a 
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Conclusions

In the intricate landscape of software develop-

ment and supply chain security, the adoption of 

a comprehensive DevSecOps approach emerges 

as a crucial strategy. This study aims to provide 

a thorough guide for securing the SDLC and soft-

ware supply chain, as well as to foster a holistic 

understanding of DevSecOps, equipping organi-

zations with the required knowledge to strengthen 

their defenses against potential security risks. 

The selection of suitable tools is a cardinal part 

of this process, requiring rigorous standards and 

exhaustive analyses. The empirical validation 

provided by the Altice Labs case study further 

underlines the importance of tool selection 

and highlights the efficacy of a well-executed 

DevSecOps approach. By integrating strategic 

tools into the CI/CD pipeline, Altice Labs is able 

to identify and mitigate a substantial number of 

potential security issues, thereby attesting to the 

robustness and effectiveness of DevSecOps. 

However, the path to a successful DevSecOps 

implementation is not solely a matter of effective 

tool selection; it requires a strong organization-

al commitment. To fully realize the benefits of 

DevSecOps, organizations must be prepared to 

invest time, resources, and energy into refining 

their development processes, fostering a securi-

ty-centric culture, and ensuring continuous learn-

ing and improvement. 

In conclusion, this research elucidates the multifac-

eted benefits of integrating DevSecOps into soft-

ware development and supply chain processes. By 

highlighting the practical measures, potential chal-

lenges, and a real case study, it serves as a beacon 

for organizations embarking on their DevSecOps 

journey. The future of secure software develop-

ment hinges on the wider adoption of such robust 

practices, and we hope this work will contribute to 

accelerating that shift.

workshop was conducted to ensure teams were 
aligned on how to best use the SVDT and to 
gather more comprehensive feedback. During the 
workshop, teams shared further insights, which 
reinforced the feedback previously shared and 
provided additional perspectives on the tool’s 
strengths and areas for improvement. The SVDT 
is now being actively integrated into the CI/CD 
pipelines of the selected projects, with the teams 
gradually using the tool at various stages of their 
development lifecycle, based on their specific proj-
ect needs. The implementation varies across proj-
ects, including security analysis using pre-commit 
hooks and GitHub Actions (e.g., full periodic scans, 
differential analysis during testing, full scans 
during release). Until November, regular check-in 
meetings will be conducted with all participating 
teams to track the progress of the pilot and collect 
feedback. These meetings, aided by surveys, will 
help us gather insights on the tool's usability, its 
impact on existing workflows, and suggestions for 
further improvements.

Phase 4 - Evaluation: in December, evaluation 
meetings and a final survey will be conducted to 
assess the overall success of the SVDT pilot. This 
evaluation will be based on predefined qualitative 
and quantitative metrics:

• Qualitative: The evaluation will focus on the 
tool's usage across different stages (pre-com-
mit, CI/CD pipeline, and periodic analysis), as 
well as its ease of use. Feedback will be gath-
ered on the clarity of the documentation, the 
ease of interpreting results, and any potential 
areas for improvement;

• Quantitative: The evaluation will consider 
the number of critical vulnerabilities detected 
throughout the pilot, the scan duration and 
efficiency, and the SVDT’s performance when 
compared with security tools already used by 
each project. These metrics will provide a clear 
indication of the tool’s impact on both security 
and development speed.

If pilot results confirm SVDT readiness, the tool will 
be made available, and its usage spread across 
the entire organization in the beginning of 2025.

https://www.sonatype.com/state-of-the-software-supply-chain/introduction
https://www.sonatype.com/state-of-the-software-supply-chain/introduction
https://www.ibm.com/reports/data-breach
https://www.cisecurity.org/ solarwinds
https://www.forbes.com/sites/kateoflahertyuk/2024/08/07/crowdstrike-reveals-what-happened-why-and-whats-changed/
https://www.forbes.com/sites/kateoflahertyuk/2024/08/07/crowdstrike-reveals-what-happened-why-and-whats-changed/
https://hdl.handle.net/10773/41105
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Introduction
Advancements in telecommunications networks 
have been driven by data generated from tech-
nologies such as Radio Intelligent Surfaces, 
Edge Computing, 5G networks, Internet of Things 
(IoT) devices, and Machine Learning algorithms. 
However, challenges persist in managing, sharing, 
and securing this data, as it must be transparently 
and trustfully accessible to all actors within the tele-
communications ecosystem [1]. To address these 
challenges, the concept of NFE with Blockchain 
has emerged as a transformative solution, promis-
ing to revolutionize data governance, sharing, and 
security across ecosystems composed of diverse 
telecommunications network infrastructures [2].

An NFE is an established network of sever-
al conglomerates that participate in a global 
ecosystem to perform business with other verified 
partners. Each participant in this ecosystem can 
be an individual, organization, or even a device, 
contributing to and benefiting from the shared 
pool of data and services [1], [3]. They can share 
these data, resources, and other services, while the 
resulting transactions are recorded on the block-
chain, ensuring transparency and trust across all 
partners. Since this ecosystem is also built on the 
principle of data privacy, sensitive information can 
remain confidential [2].

In this way, 6G is expected to emerge as a key 
enabler for the intelligent digital society, as it 
will enable an ever-increasing number of devic-
es, supporting the expansive growth of IoT. In 
a federated ecosystem, this means that more 
Communication Service Providers (CSP) can 
participate, contributing to and accessing shared 
resources and data [3]. With expected higher reli-
ability and stability in communications, this will 
ensure a higher level of consistency and depend-
able interactions between entities belonging to a 
federated ecosystem, bolstering trust and opera-
tional efficiency [4].

Former European projects have proposed novel 
federation approaches to address the need for 

ubiquitous connectivity in 6G networks and to 
develop frameworks for service deployment and 
experimentation. However, these previous initiatives 
faced several limitations, such as low adoption due 
to the non-standardized nature of their solutions, 
restricted scope, and insufficient scalability to meet 
the 6G requirements for an orchestration continu-
um throughout the end-to-end network and across 
all planes [5].

A new European project, named SUNRISE-6G [6], is 
currently trying to tackle this matter by proposing a 
scalable, open, and federated approach to exper-
imentation and vertical application deployment 
in a European conglomerate of 6G infrastructures 
that provides access to a comprehensive library of 
6G enablers.

Evolution of the 
federated ecosystem 
through SUNRISE-6G
The objective of SUNRISE-6G is to create a new 
experimentation facility for 6G networks by feder-
ating platforms and enablers across Europe into 
a unified infrastructure for testing, validation, and 
vertical application deployment. Inspired by the 
"network of networks" concept of 6G, SUNRISE-6G 
seeks to integrate several partner infrastructures 
into a massively scalable, internet-like architecture. 

The project aims to establish a pan-European 
federation of 6G test infrastructures that will support 
Testing-as-a-Service (TaaS) workflows and tools. 
Within these infrastructures runs a diverse catalog 
of 6G resource enablers, cross-domain device, and 
vertical application onboarding enablers. These 
services will be served to a marketplace portal, 
serving as an entry point for service/resource 
consumers and infrastructure manufacturers.

Altice Labs’ role in SUNRISE-6G is, alongside other 
partners, to design, develop, and integrate DLT 
with east/westbound Application Programming 
Interfaces (API) into the Federation Platform of its 
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architecture. This layer relies on a DLT software solu-
tion based on blockchain networks and open-source 
technology. The blockchain network ensures trust 
for network resources and devices in a decentralized 
environment, establishing immutable, non-repudi-
able transactions, using DLT for multi-stakeholder 
and multi-domain 6G infrastructures.

The communications between the existing 
domains that involve Blockchain operations, 
such as the request and issuance of Verifiable 
Credentials (VCs), will be supported by the inno-
vative Verifiable Organizations Network (VON) 
[7], which will implement load-balancing mech-
anisms and operator wallet registration. Thus, 
members of the consortium can manage and 
regulate access granting of other newly onboard-
ed members into the marketplace. These can then 
register their marketplace network resources, such 

as Spectrum, Cloud Capacity, Edge Computing, 

Network, and Storage Capacity. Figure 1 show-

cases the interactions between the onboarded 

resource operators (also known as stakeholders 

or service/resource providers), DLT infrastructure, 

and network resources in the marketplace of the 

federation platform.

The operators and network resources are identified 

by their unique VCs, whereas these VCs can provide 

control access mechanisms to, i.e., a marketplace 

portal and a type of resource. These are rooted on 

a Blockchain through a DLT so that entities in all 

domains (Cloud, Edge, Network, etc.) are interop-

erable across several testbeds. Besides managing 

service providers and their network resources, this 

technology also makes it possible to issue VCs to 

an operator’s RAN device.

FIGURE 1 – Multi-stakeholder federation high-level architecture
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Figure 2 displays how Altice Labs’ component 

enables the process of VCs issuance to an opera-

tor’s network device that wants access to a market-

place resource.

The simplified steps for issuing and obtaining a VC 

are as follows:

1. A Proof-of-Stake (PoS) is requested by a repre-

sentative of the service provider. The user can 

follow the status of the request on a market-

place portal;

2. The request is sent to the Regulator of the type of 

resource to be marketed, where a unique iden-

tifier is created to globally identify the proposal;

3. After receiving notification, the Regulator 
analyzes the information associated with the 
proposal through the portal;

4. The Regulator decides on the PoS:

a) The Regulator either approves or rejects the 
PoS claim;

b) In the event of approval, a VC will be 
generated and recorded as a transaction 
on the Blockchain;

5. The Credential is then transmitted to the 
service provider via the blockchain agents of 
the two entities, where it can consult the VC via 
the marketplace portal.

FIGURE 2 – Operator Verifiable Credential issuance steps
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Network federation 
challenges: state of 
the art
6G is envisioned to foster a revolution in digital 
transformation and will accelerate the building of 
smart societies, leading to quality-of-life improve-
ments. However, it also comes with a unique set of 
challenges due to the unprecedented capacity, effi-
ciency, and infrastructure flexibility requirements [8]. 

As interest grows, so does the number of network 
devices, each of which with its specific security and 
authorization policies. This leads to an increase 
in the complexity of networks, as well as in the 
number of connected devices and users [9]. To 
track these devices, the concept of a Blockchain-
based network device management framework 
has emerged [10]. 

Blockchain is a DLT that allows data records to be 
stored and shared in a decentralized and secure 
network. This technology is essentially a digital 
ledger, which monitors transactions and informa-
tion in a permanent, transparent, and tamper-
proof manner. In this way, it offers transparency, 
security, and reliability, which makes it promising 
for solving trust and security problems in various 
industries and sectors [11], [12], [13].

The use of permissioned DLT infrastructures 
facilitates the tokenization of telecommunication 
resources [14] (i.e., spectrum, virtualized radio 
access, virtualized edge/core, etc.). Direct Smart 
Contracts [15] execution, which are connected to 
these resource tokens, responds to the require-
ments of vertical industries, whilst unblocking the 
collaboration between multiple parties not relying 
on pre-established trust [16].

The evolution towards 6G requires the telco infra-
structures to adopt multi-tenant architectures and 
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to provide Edge integration in a global marketplace 

[17]. This multi-party collaboration in a dynamic 

environment where operators and service providers 

often need to employ third-party service chains to 

satisfy a contract is a necessity of next-generation 

networks [18]. The resource consumers interact with 

a marketplace portal to obtain the set of product 

offers available and, upon acquiring a resource or 

service that satisfies their need, a Smart Contract 

is established between the two parties. All Smart 

Contracts are recorded on the Marketplace’s DLT. 

Figure 3 showcases how the third-party services 

interact with the marketplace platform.

While this approach may be sufficient to run a 

federated marketplace, it leaves the customer to 

search over provided offers to find the ones that 

best match some scenario or optimization criteria, 

which quite often may imply more complex trade-

offs. In addition, the customer also has the chal-

lenge of filtering configurations of several selected 

resources spread across multiple domains. For this 

reason, the marketplace should employ zero-touch 

capabilities to enable acquiring and configuring 
a customized subset of resources that best satisfy 
consumer expectations [19].

Another crucial requirement for the market-
place is its trustworthiness. Without the trusted 
environment to trade resources among multiple 
stakeholders, the whole aim of the marketplace 
could be jeopardized. These requirements can be 
fulfilled by anchoring the marketplace resource in 
Distributed Ledger Technologies, mainly because 
security, trustworthiness, and distributed structure 
are intrinsic to a DLT, as previously mentioned [20].

Furthermore, to digitally manifest the resource 
trade between multiple stakeholders, the market-
place should make use of VCs. These enable the 
marketplace to automatically execute, control, 
or document legally relevant events and actions 
according to the terms of a contract or an agree-
ment. The solution needs to allow for a granular 
approach to heterogeneous resources’ fulfillment 
terms across multi-stakeholders to formulate 
customized product offers [21], [22], [23].

FIGURE 3 – Marketplace platform with DLT
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Conclusion
New European projects are looking at innovative 
ways to implement architectures with a single, 
unifying, and openly controllable framework that 
manages a federated pool of networking and 
computational resources. By offering an architect-
ed Business Layer based on Distributed Ledger 
Technologies, the SUNRISE-6G project offers a new 
method for NFE orchestration and control chal-
lenges. This approach is supposed to contribute to 
the following competitive advantages:

• Immutability: blockchain is known for its immu-
tability [12], [13], [15]. This means that once regis-
tered on the Blockchain, information about part-
ners cannot be easily tampered with or falsified. 
This contributes to the security of authentication;

• Secure transactions with VCs: VCs can be used 
to automate actions in device interactions [21], 
[22], [23]. For example, a network device can be 
configured to perform certain tasks only if its 
digital signature is legitimate;

• Privacy: the proper implementation of Blockchain 
can allow the authentication of third parties 
without exposing sensitive information about 
them, protecting their privacy and security [11], 
[14], [15], [16];

• Decentralization: one of the advantages of 
Blockchain is its decentralized nature [12], [13], [16]. 
In practice, this means that for each type of infor-
mation/technology, there is a specific regulator.

With Altice Labs’ contribution to device management 
in an NFE, the project can ensure that businesses 
network-wise can operate efficiently, securely, and 
reliably. A correct configuration of network devices 
and their continuous management, whilst defining 
access permissions for the devices’ users, will help 
build a dynamic and decentralized marketplace. 
This, in return, supports dynamically adding and 
removing infrastructure resources as they are needed, 
regardless of their type or location, to provide a 
sustainable and multi-party system able to cope 
with heterogeneous service tenants’ requirements.

https://sunrise6g.eu/
https://digital.gov.bc.ca/digital-trust/home/
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With the advent of Quantum Computing threatening public key cryptography, Quantum Key 

Distribution (QKD) is bringing quantum communications from somewhere in the distant future 

to our business reality. And for a Telco, that reality is also one of enormous investment in fiber 

infrastructure. New services will be highly welcome, but the capacity to support them must be 

assessed. So, before we even consider the introduction of quantum-based security in our fiber-

based network solutions, a question needs to be answered: can a Passive Optical Network (PON) 

share the fiber with a very low power, highly sensitive technology where single photons are the raw 

material for communications? This article investigates the impact of PON technology on Discrete 

Variable Quantum Key Distribution (DV-QKD), using Gigabit Passive Optical Network (GPON) and 

10 Gigabit Symmetric Passive Optical Network (XGS-PON) technologies over a fiber loop between 

Altice Labs and the Instituto de Telecomunicações (IT).

Authors 

Diogo Cruz, Altice Labs, Instituto de Telecomunicações and University of Aveiro, diogovcruz@ua.pt

Nelson J. Muga, Instituto de Telecomunicações and University of Aveiro, muga@ua.pt

Sara Mantey, Instituto de Telecomunicações and University of Aveiro, smantey@ua.pt

Ana Tavares, PicAdvanced, ana@picadvanced.com

Cláudio Rodrigues, Altice Labs, claudio-e-rodrigues@alticelabs.com

Keywords
BB84; CV-QKD; DV-QKD; GPON; ODN; PON; QKD; SpRS; XGS-PON



96 InnovAction

Introduction
Advancements in the telecommunications sector, 
such as the expansion of PONs as a medium for 
transmitting information and the increasing volume 
of information being transmitted, have made it 
essential that the technology that secures the 
confidentiality of said information keeps up with 
the threats to that same confidentiality.

Currently, when encrypting information, two types 
of cryptography are used: symmetric cryptogra-
phy, mostly used to encode the message being 
sent, using an encryption key that is used to encrypt 
and decrypt the message (hence, symmetric), and 
asymmetric cryptography, which generates two 
encryption keys, one public and one private, that 
are used to share a symmetric key used to decode 
the message [1], [2], [3].

The challenge modern cryptography faces is the 
advent of a quantum computer. Quantum comput-
ers leverage quantum mechanics properties such as 
superposition to exponentially increase processing 
power with each qubit (a qubit would be equivalent 
to a bit in classical computing) that they have avail-
able [3], [4]. Symmetric cryptography should be 
able to weather the threat of a quantum computer 
capable of running Groover’s algorithm. However, 
asymmetric cryptography will most likely collapse 
against a quantum computer capable of running 
Shor’s algorithm. It is expected that the 1024-bit 
version of the Rivest-Shamir-Adleman (RSA) algo-
rithm, a widespread asymmetric algorithm, could be 
broken by a 2000 qubit quantum computer [3].

To address this challenge, new solutions are neces-
sary, and Post-Quantum Cryptography presents 
two paths: to use more complex problems that 
do not present the same vulnerabilities of current 
asymmetric cryptography or to exploit the proper-
ties of quantum mechanics to ensure that it is not 
possible to eavesdrop on the encryption keys used. 
This last approach is referred to as QKD. 

QKD protocols are categorized depending on how 
the information is encoded and processed to result in 
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a secure key exchange. If the protocol uses continu-

ous properties of light, such as its amplitude or phase, 

it is categorized as Continuous Variable Quantum 

Key Distribution (CV-QKD). CV-QKD is faster, and 

the technology is potentially ready to be integrated 

into photonic integrated circuits. However, due to its 

sensitivity to noise, it has only been implemented for 

medium transmission distances [5], [6]. On the other 

hand, when the QKD protocol encodes the informa-

tion on the properties of individual photons, such as 

their polarization or their phase state, is categorized 

as DV-QKD. DV-QKD protocols generally have 

a lower Secret Key Rate (SKR) than CV-QKD, but 

they are capable of being implemented over longer 

transmission distances, since they are more resistant 

to the noise issues that affect CV-QKD [5], [6].

The Bennet-Brassard 
84 protocol
The Bennet-Brassard 1984 (BB84) protocol (sche-
matically represented in Figure 1) is the first QKD 
protocol proposed and is proven to be theoretically 
secure [7]. It works by using the polarization (or 
angle) of single photons to encode the information 
needed to generate a secure cryptographic key 
between two parties [8].

The security of the BB84 protocol (a DV-QKD pro-
tocol) relies on the uncertainty principle and on the 
quantum no-cloning theorem, which says that it is 
not possible to make an exact copy of an unknown 

FIGURE 1 – Illustration of the different steps that comprise the BB84 protocol
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quantum state, such as a qubit carried by a pho-
ton. Consequently, when someone tries to inter-
cept the information being sent, they will inevitably 
leave a trace [2].

In the BB84 protocol, two parties, traditionally 
named Alice and Bob, use two sets of linearly 
polarized basis to prepare and measure qubits 
that are employed to generate an encryption key:

•  ⊕, in which bits “1” and “0” correspond to qubits 
codified with polarization angles (θ) of 0° and 
90°, respectively, and are represented by |↔⟩ 
and |↕⟩.

• ⊗, in which bits “1” and “0” correspond to qubits 
codified with polarization angles (θ) of 45° and 
135°, respectively, and are represented by |  ⟩ 
and |   ⟩.

For example, to encode the bit “1”, Alice would 
choose either |↕⟩ or |  ⟩, while Bob would random-
ly choose one of the bases with which he would 
measure the qubits. If Bob picks the same basis as 
Alice, he will see the exact bit Alice sent. If not, there 
will be a 50% chance to measure the right bit.

The implementation of the QKD protocol between 
Alice and Bob uses two channels: a quantum 
channel, used by Alice to send her qubits to Bob, 
and a classical channel (assumed to be insecure, 
but authenticated), used by Bob to communicate 
to Alice his choice of bases after he has received 
all of Alice’s qubits. Alice then compares her 
choice of bases with Bob’s choice. After discarding 
the instances in which they chose different bases, 
Alice can use the remaining set of bases to gener-
ate the sifted key. Subsequently, Alice communi-
cates to Bob the intervals of time in which they 
chose the same basis so that Bob has access to 
the sifted key [2].

The QKD sifted keys undergo two classical oper-
ations. The first is error correction, comprising a 
stage where Bob transmits a subset of his bits from 
the sifted key to Alice. Alice then compares Bob’s 
subset with her own, and if the error rate is below 
11%, the protocol can proceed to the next stage [7]. 
Here, classical error correction algorithms are used 

to correct measurement errors and establish the 
same key on both sides. The second classical oper-
ation is privacy amplification. Here, from a partial-
ly secure key, a smaller key that meets the error 
threshold can be distilled, reducing the amount of 
information an eavesdropper could have obtained 
[7], [9], [10]. 

Quantum Signals 
and coexistence with 
PON technology
To maximize the capacity of optical networks, 
multiple signals are transmitted through the same 
fiber in a process called coexistence. Even though 
each of the optical signals has its own modula-
tion format or wavelength, coexistence is possi-
ble thanks to the large bandwidth that optical 
fibers provide. Techniques such as Wavelength 
Division Multiplexing (WDM) make it feasible to 
transmit multiple data streams through the same 
fiber, where each signal is characterized by its 
respective wavelength, increasing the efficiency 
of the PON [11].

When a polarized optical signal is transmitted 
through an optical fiber, the polarization of the 
photons in the quantum channel can be affected 
by the characteristics of the fiber, such as birefrin-
gence (Figure 2). This includes both intrinsic factors, 
like core ovalization, internal stress, and impurities, 
as well as extrinsic factors, such as squeezing, 
bending, and twisting [12].

FIGURE 2 – Birefringence mechanisms potentiality 
affecting the state of polarization (adapted from [12])

↔

↔

↔
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When represented in the Stokes formalism, a 
photon’s polarization can be described using four 
parameters, S0, which represents the total intensity 
of the light, S1, which quantifies the light with linear 
horizontal against linear vertical polarization, S2, 
which measures the quantity of linear +45° or 135° 
polarized light, and S3, which describes the quanti-
ty of left or right circularly polarized light [12], [13]. 

Parameters S1, S2, and S3, when normalized, can 
be represented using the Poincaré sphere (see 
Figure 3), which provides a very convenient repre-
sentation of all possible States of Polarization 
(SOP) that a photon can have.

The focus of this study will be on SpRS, a phenom-
enon that results from the interaction of a classical 
signal with the molecules of the optical fiber core. 
This interaction produces photons with different 
wavelengths [14], [15], some of which may have 
wavelengths similar to those in the quantum signal, 
introducing errors in the protocol.

SpRS photons can scatter in all directions. However, 
because PONs use single-mode fibers, the only 
possible propagation directions are forward or 
backward. Using the equations provided in [16], the 
expected evolution of the photon count rate in the 
forward and backward directions should follow 
the trend represented in Figure 4.

FIGURE 3 – Poincaré sphere representation of light

FIGURE 4 – Representation of the photon 
count rate as a function of distance travelled, 

considering the cases of forward and backward 
propagation

The Poincaré sphere has a radius of 1. The points on 
the equator correspond to linearly polarized light, 
while the poles of the sphere represent right-hand 
and left-hand circularly polarized light. Points 
between the poles and the equator correspond to 
elliptically polarized light.

The quantum channel can also be affected by 
nonlinear phenomena, such as Four-Wave Mixing 
(FWM) and Spontaneous Raman Scattering (SpRS), 
caused by the higher power classical signals, intro-
ducing errors in the quantum system. 

Characterization 
techniques
To test the coexistence capability of a legacy 
network to act as a quantum network, a small 
Optical Distribution Network (ODN) was estab-
lished between Instituto de Telecomunicações (IT), 
located in the Campus of the University of Aveiro, 
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and Altice Labs, in Aveiro, via MEO Aveiro Central 
Office. The ODN was measured to have 7.39 km 
and is schematically represented in Figure 5.

FIGURE 6 – Poincaré sphere representation 
of the Stokes parameters measured in the 

Quantum Communications Lab, over a period of 
approximately 16 hours

are displayed in Figure 6). A perfectly stable system 

would show a single point in the Poincaré sphere. 

The data points in Figure 6 are in a relatively tight 

cluster with limited drift, suggesting that there is a 

reasonable state of polarization stability. 

FIGURE 5 – Schematic of the ODN established 
between Altice Labs and IT (on the top) and the 
satellite view of the optical fiber pathway, which 

span approximately 3.27 km (on the bottom)

Assessment of Polarization 
Stability
To access the stability of the link, an optical signal 
emitted from an OSICS/TUNICS NetTest External 
Cavity Laser (ECL) located at IT’s Quantum 
Communications Lab was sent through the fiber. 
After completing a roundtrip on the ODN, the Stokes 
parameters S1, S2, and S3 were measured using the 
ThorLabs PAX5710IR1-T, and their drift with time was 
measured for approximately 16 hours (the results 

Due to how the PON was set up, it is complicated to 
compensate for the factors affecting the measure-
ment. Within the Altice Labs and the IT, the fibers 
can still be exposed to variations in temperature 
and vibrations, even if the fiber patches are care-
fully secured to mitigate these factors.

Spontaneous Raman 
Scattering assessment
To test the impact of SpRS of the quantum channel, 
the quantum signal was set to 1550.12 nm, and 
a tunable laser, Anritsu Osics Tunics ECL, model 
1520 or Anritsu Osics Tunics ECL, model 1600, was 
used to predict how each wavelength could affect 
the quantum channel. The ECL was connected to 
the optical fiber via a set of three filters centered 
at 1550.12 nm. A Single Photon Detector (SPD), 
idQuantique id200, was used to measure the 
backward SpRS crosstalk to the quantum channel. 
The results obtained are displayed in Figure 7. 
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FIGURE 7 – Experimental data of the evolution 
of the photon count rate as a function of 

wavelength, resulting from SpRS backscattering

FIGURE 8 – Photon count rate to the quantum 
channel, centered around 1550.12 nm, resulting 
from forward and backward SpRS for G-PON 

(1490 nm) and XGS-PON (1577 nm)

Using these results and the equations in [16] that 
were used to predict the evolution of the photon 
count rate in Figure 4, the expected evolution of 
the photon count rate with distance traveled in the 
fiber for GPON and XGS-PON was obtained and is 
displayed in Figure 8.

Forward SpRS is expected to increase until 
approximately 22 km, at which point the SpRS 
starts to decrease. Backward SpRS increases until 
approximately 25 km, at which point SpRS satu-
rates. These trends are true for both the GPON 
and XGS-PON signals.
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Coexistence in Passive 
Optical Networks
To evaluate the possibility of coexistence between 
GPON and XGS-PON with a quantum signal, the 
Intrinsic Quantum Bit Error Rate (IQBER) was 
used as a figure of merit. To observe the impact 
a classical signal can have on the IQBER, a 
quantum signal with a constant polarization is 
sent through the fiber. The IQBER obtained from 
this measurement will serve as a reference for 
the cases of copropagation and will be referred 
to as Quantum IQBER. Then, the classical signals 
GPON (1490 nm) or XGSPON (1577 nm) are multi-
plexed into the PON, and their impact on the 
QBER is evaluated. The experimental setup used 
is represented in Figure 9. The WDM equipment 
is centered at 1550 nm. On the IT’s side, Tx and 
Rx comprise a source of polarized single photons 
and a pair of single photon detectors, respec-
tively. The Filter Set is the same one used to 
measure Raman backscatter. At Altice Labs’ side, 
the GPON and/or the XGS-PON signal is inject-
ed in the PON, and its power is measured after 
a round trip through the PON. It is also worth 

FIGURE 9 – Schematic representation of the setup used to measure the photon count rate of the quantum 
signal and control the power of the classical signals sent to the ODN

noting that the architecture implemented for the 

PON only allows backward SpRS to reach the 

photon detectors.

To account for the random events that affect the 

quantum signal, each time the classical signal 

power was changed, the photon counts were 

measured over a period of two minutes, before 

the classical signal power was changed again. 

Over the two-minute period, the average, mini-

mum, and maximum values of the IQBER were 

calculated. The results are displayed in Figure 10. 

The scenario with GPON alone (represented in  

Figure 10.a) shows moderate stability. The aver-

age (Avg) IQBER remains above the Quantum 

IQBER, and for power levels above -2 dBm, a 

trend towards an increase in IQBER with power 

sent to the fiber is noticeable. In the XGS-PON 

scenario (represented in Figure 10.b), the Avg 

IQBER is the most stable, remaining close to the 

Quantum IQBER, even for higher power values. 

The scenario with coexistence with both GPON 

and XGS-PON (represented in Figure 10.c) shows 

the lowest Quantum IQBER, but also the most 

noticeable trend for IQBER to grow with power 

sent to the fiber. 
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FIGURE 11 – IQBER of the quantum system as a function of power of classical signals sent to the ODN 
when a 25.3 km fiber is introduced in the upper branch of the ODN, as represented in Figure 10

FIGURE 10 – IQBER of the quantum system as a function of power sent to the fiber

There are different values obtained for Quantum 
IQBER across the different scenarios. These values 
represent the IQBER achieved after optimizing the 
quantum channel’s optical visibility before classi-
cal signal propagation. Additionally, disturbances 
affecting the optical components of both the quan-
tum receiver and transmitter can also introduce SOP 
instabilities. Together, these factors likely contribute 
to the observed variations in Quantum IQBER.

All the scenarios proved successful at working 
with IQBER below 11%. This confirms the effective-
ness of the employed insulation of the quantum 
channel, even considering the relatively small size 
of the ODN. For 7.39 km, the SpRS should have a 
relatively small presence, based on Figure 8. Using 
a 25.3 km coil of standard single-mode fiber, the 

setup was expanded to 32.7 km, and the scenarios 
were repeated to evaluate how SpRS would affect 
IQBER for a larger ODN. The results obtained for 
this scenario are displayed in Figure 11. The smaller 
number of experimental points is a consequence 
of the added attenuation to the ODN. It was not 
possible to recover the classical signals for as 
many values of power sent to the fiber.

Compared with the shorter ODN, the value of the 
Quantum IQBER has increased for all the scenarios, 
but the trend for IQBER to increase with power sent 
to the fiber is no longer evident. Instead, the IQBER 
appears to be largely independent of the power of 
the classical signals. This could be the result of the 
smaller range of experimental points in terms of opti-
cal power and the observed larger error margins.

Avg IQBER

Min IQBER

Max IQBER

Quantum
IQBER

Avg IQBER

Min IQBER

Max IQBER

Quantum
IQBER
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Conclusions
Regarding the characterization of the ODN, the 

polarization drift results suggest that the PON 

is stable and capable of providing a suitable 

medium to preserve the qubits. However, it is not 

completely isolated from factors that affect it. As 

for the Spontaneous Raman Scattering assess-

ment, the evaluation suggested that GPON would 

generate more noise to the quantum channel 

than XGS-PON. 

The evaluation of the possibility of coexistence 

shows that both the original and length extend-

ed configurations succeed at keeping the IQBER 

below 11% for all the scenarios tested, indicating 

the possibility for coexistence between classical 

and quantum signals in this kind of network.

The results discussed here suggest that PONs can 

adequately support quantum communications. 

Nevertheless, some constraints must be acknowl-

edged, as the point-to-point nature of the ODN 

established does not reflect the point-to-multipoint 

nature of the currently deployed PONs. Therefore, 

future work should prioritize field trials in opera-

tional PON environments to gather more definitive 

data on the integration of DV-QKD protocols in 

real-world PONs.

Further research will also require a full imple-

mentation of a DV-QKD protocol, such as BB84. 

Achieving a successful DV-QKD protocol implemen-

tation involves more than maintaining an IQBER 

below 11%, since the secure key rate (SKR) is the 

ultimate factor determining the protocol's viability. 

While an IQBER of 11% might technically allow 

key exchange, it could result in a very low SKR, 

making the protocol impractical. Therefore, IQBER 

should serve as an indicator of protocol security, 

but it must be minimized to ensure the SKR is high 

enough for feasible implementation.

Future works should study the possibility of coex-

istence not only with established technologies, but 

also with emerging ones, such as 50G-PON.
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With the increasing demand for high-quality internet services, deploying GPON/FTTH (Gigabit 

Passive Optical Network/Fiber to the Home) networks is a significant challenge for internet provid-

ers due to the significant investments involved. Automated network design usage becomes more 

critical to aid with planning the network by minimizing the cost of planning and deployment. 

In today's inventory environment, a designer typically takes around 1.5 days to create a network 

design for a map with approximately 128 homes (a distribution cell). The challenges include po-

sitioning the installation equipment, such as cabinets, poles, or ducts; determining the number of 

apartments and houses; planning cable pathways; defining the feeder and distribution networks; 

establishing the influence area (which houses are served by each Optical Distribution Point (ODP)); 

routing the cables; and setting up the connections. 

This article presents an AI-based solution that relies on a Genetic Algorithm (GA) using a two-level 

representation to design the networks automatically. We will detail the business rationale used to 

implement the supported features (focused on the distribution cell) and the associated flexibility, al-

lowing its easy adaptation and configuration to the specific rules and OpCo-related variations. We 

will also present the approach’s validation by comparing the quality of the AI-generated solutions 

with the handmade designs deployed in the real world. Our results demonstrate that this method can 

significantly reduce both the time and cost associated with network design, providing better solutions 

than those currently available and positioning it as a valuable tool for GPON/FTTH network design.
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Introduction
FTTH technology represents the cutting edge in 
broadband communication, offering unparalleled 
data transfer speeds and reliability by delivering 
optical fiber directly to the user's residence. Among 
the various FTTH architectures, the GPON is the 
most widely adopted due to its efficiency in deliv-
ering high-speed internet, voice, and video services 
over a single optical fiber. GPON networks utilize a 
point-to-multipoint topology, where a single opti-
cal fiber from the service provider’s central office 
is split to serve multiple end-users, making it a 
cost-effective solution for large-scale deployments. 

In a GPON network, the central office acts as the 
network's central distribution hub. It transmits data 
over optical fibers to multiple ONUs or Optical 
Network Terminals (ONTs) at the customers' prem-
ises. The latter are typically Multi-Dwelling Units 
(MDUs) in apartment buildings or Single-Dwelling 
Units (SDUs) in individual homes. 

Between the starting and endpoints, the cables 
can be split (one fiber to many fibers) or fused (one 
fiber to one fiber). Figure 1 illustrates a simplified 
representation of these types of networks.

The network's passive nature, which relies on opti-
cal splitters rather than powered devices, reduces 
operational costs and increases network reliability. 
Additionally, GPON infrastructure is highly adapt-
able; as technology advances, network operators 
can replace or upgrade equipment such as OLT 
and ONU without overhauling the entire cabling 
infrastructure. This flexibility ensures that the 
network can evolve and improve in quality with-
out significant disruption or cost, making GPON 
a future-proof investment compared to older 
networking approaches. 

Designing FTTH GPON networks is an intricate 
and time-consuming task that involves numerous 
parameters, such as the placement of splitters, 
routing of cables, termination points, cost, and 
respecting the optical-related criteria. Indicators 
such as bandwidth allocation, latency, and opti-
cal/power budget are critical in determining the 
network’s effectiveness and require careful plan-
ning during the design phase. When performed 
by hand, it requires specialized knowledge in tele-
communications and network engineering, and it 
is not uncommon for a person to spend over one 
business day manually designing a single network 
[1]. Given the ample solution space and the multi-
ple conflicting objectives, traditional optimization 

FIGURE 1 – Simplified representation of a GPON FTTH network
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methods often fall short in addressing the complex-
ity of GPON network design. AI-based approaches 
are a promising way to tackle this problem. 

This article describes optimizing GPON network 
design, including crucial decisions regarding 
selecting and placing cables, equipment, and 
other network components. The resulting design is 
then handed over to teams responsible for physi-
cally constructing the network. While the ultimate 
vision is to extend this optimization process to cover 
the entire network from the central office to the 
end-user premises, this article concentrates on the 
distribution network as a continuation of a proof of 
concept. In GPON infrastructure, the feeder network 
refers to the segment from the central office to 
the first splitter, usually responsible for long-haul 
transmission. In contrast, the distribution network 
extends from the splitter to the end-user. By focus-
ing on the distribution network, this research aims 
to refine the design process in a critical segment of 
the GPON infrastructure, laying the groundwork for 
future expansion into feeder network optimization. 

A previous collaboration provided the first explo-
ration and an initial proof of concept in this topic 
[2]. This early work provided valuable insights and 
laid the groundwork for the current study, both 
as a source of inspiration and a starting point. 
The lessons learned from this collaboration have 
contributed to advancing and refining the meth-
odologies employed in this research, enabling a 
more sophisticated approach to optimizing GPON 
network design using GA.

This work thoroughly analyzes the existing litera-
ture on AI-based approaches for network design. 
It delves into the selected approach, exploring its 
potential to automate and optimize the complex task 
of GPON network design. The outcome is develop-
ing a comprehensive architectural software solution 
that integrates seamlessly with the existing Netwin 
architecture. This solution is a case study demon-
strating AI's practical application and effectiveness 
in network design. By bridging the gap between 
theoretical research and real-world implementation, 
this article provides valuable insights and shows the 
potential for AI to revolutionize telecommunications 
infrastructure planning and design.
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Background
During the early development of this project, 
a review of existing commercial tools provided 
valuable insights and inspiration. Tools like Fast@
Home [3] and X-brain [4] use AI to automate and 
optimize the planning of fiber networks. The first 
focuses on cost-efficient FTTB network design, 
while the latter supports high-level and low-level 
FTTH designs across large-scale deployments. 
These tools streamline decision-making by consid-
ering multiple scenarios and ensuring network 
designs meet specific project requirements while 
minimizing costs. 

Other solutions, such as SpatialSUITE [5] and 
Comsof Fiber [6], combine heuristic approaches and 
AI to enhance fiber network design and planning. 
The first focuses on reducing costs and increas-
ing productivity using GIS mapping and network 
inventory, while the latter provides precise control 
over network design, complete with detailed cost 
predictions. KSAVI GNI [7] complements these by 
automating the creation of network inventories 
and construction documents, further accelerating 
the network planning process. 

Together, these tools highlight the industry's move 
toward sophisticated, automated solutions that 
significantly enhance the efficiency and accuracy 
of fiber network design.

AI-based approaches 
to network design
In the context of modern network planning, the 
basic objective is to identify the most efficient and 
cost-effective network layout, which involves opti-
mizing the placement of network components, such 
as cables, splitters, and termination points, all while 
considering various constraints, like the length of 
the cables or the maximum number of termination 
points. Traditional optimization techniques like 
Integer Linear Programming (ILP) and Mixed Integer 
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Linear Programming (MILP) have been widely used 
to address such problems. However, these methods 
can become impractical when dealing with the vast 
solution spaces and numerous variables inherent in 
complex network designs.

Limitation of ILP and MILP 
ILP and MILP are powerful mathematical optimi-
zation tools, particularly effective for problems with 
well-defined constraints and objective functions. 
They work by systematically exploring feasible 
solutions and identifying the optimal one. 

However, as network design problems grow in 
complexity — with large numbers of potential 
equipment placements, routes, and connections 
— the computational burden of ILP and MILP 
increases exponentially. The vastness of the solu-
tion space and the sheer number of variables often 
result in excessive computation times and memory 
usage, rendering these methods less effective for 
large-scale network design [8].

Alternative approaches: 
Simulated Annealing and 
Tabu Search
Given the limitations of ILP and MILP, alternative 
heuristic and metaheuristic approaches were studied 
to tackle the network design problem more efficiently.

Simulated Annealing (SA) is a probabilistic tech-
nique that starts with an initial solution and explores 
neighboring solutions by making random changes. 
Over time, the algorithm gradually reduces the 
probability of accepting worse solutions, focusing 
on finding a near-optimal solution. Despite its flex-
ibility and ability to escape local minima, SA tends 
to be computationally intensive and slow, partic-
ularly for large-scale problems. Additionally, its 
tendency to discard reasonable solutions in pursuit 
of the global optimum can lead to suboptimal 
performance in scenarios where multiple reason-
able solutions exist.

Tabu Search (TS) is another heuristic approach 
that systematically explores the solution space 

by moving from one potential solution to another 
while avoiding previously visited solutions using a 
"tabu list." This algorithm is known for its efficiency 
and ease of implementation. However, like SA, TS 
focuses on finding the best solution, which may not 
be ideal for problems with multiple viable solu-
tions. TS can also become time-consuming in large, 
complex problem spaces.

Population-based 
approaches
Given the limitations of SA and TS, our focus shift-
ed towards population-based approaches, which 
offer several distinct advantages for network 
design problems. Unlike single-solution methods, 
population-based algorithms explore multiple 
solutions simultaneously, making them well-suit-
ed for problems with large and complex solution 
spaces. These approaches maintain a diverse set 
of potential solutions, allowing for a more thorough 
exploration of the solution space and reducing the 
likelihood of getting stuck in local optima.

Genetic Algorithm: a 
preferred solution
The GA, inspired by natural selection and evolution 
principles, emerged as an auspicious approach 
among population-based methods, in which a 
population of potential solutions evolves. 

The key advantages of GA in network design 
are its flexibility and robustness. GAs are ideal 
for complex, multi-dimensional network planning 
problems with numerous constraints. By work-
ing with a population of solutions, GA allows for 
parallel exploration of the solution space, which 
speeds up the optimization process and increases 
the likelihood of finding high-quality solutions that 
single-solution methods like SA or TS may miss.

Additionally, GA’s evolutionary nature means that 
the algorithm can continuously improve the solutions 
over successive generations. This iterative process is 
particularly useful in network design, where minor 
improvements in one part of the network can lead 



112 InnovAction

to significant overall cost reductions. GA's diver-
sity allows planners to explore various trade-offs 
between cost, performance, and other design crite-
ria, selecting the most suitable solution.

Using Genetic 
Algorithms in 
Network Design
After selecting the algorithmic approach, a software 
architecture was designed to enable the creation 
of an optimized network from a set of input data. 
The process begins by loading essential base data, 
including routes, homes, and installation points, as 
a graph. This graph forms the basis of the entire 
design process. The original graph undergoes a 
pre-optimization phase using the Steiner tree algo-
rithm to enhance efficiency. This step reduces the 
graph to its most critical connections, minimizing 
unnecessary paths and simplifying the subsequent 
design stages.

The refined graph employs a genetic algorithm to 
generate the most suitable network configuration 
based on predefined cost, efficiency, and coverage 
objectives. The algorithm iteratively evolves poten-
tial designs, selecting and refining solutions that best 
meet the criteria. Once the optimal design is iden-
tified, the resulting graph is post-processed, during 
which additional information — such as details 
regarding the optical budget and network compo-
nent quantities — is incorporated into the nodes.

Network design as a Genetic 
Algorithmic problem
The solution incorporates key GPON network 
concepts crucial for creating a realistic and practi-
cal network design. These concepts include distri-
bution and drop cables; different types of homes 
(namely SDU and MDU); termination points, which 
are critical components that connect the drop 
cable infrastructure at the client end to the main 
distribution network; installation points, such as 

poles, where termination points can be installed; 
and splitter joints, which represents the starting 
node of the distribution network. 

These elements are meticulously modeled within 
the GA framework to ensure that the resulting 
network design is both feasible and aligned with 
GPON standards. 

To effectively represent the network design as a prob-
lem solvable by a GA, it is essential to conceptualize 
the problem regarding chromosomes and genetic 
operations. Each potential network configuration 
must be encoded as a chromosome, where individual 
genes represent specific design choices. This encod-
ing enables the application of genetic operations, 
including mutation, selection, and crossover, which 
improves the solutions iteratively. By structuring the 
problem in this way, the GA can explore a vast space 
of potential network designs, iteratively refining them 
to meet the defined objectives better. 

The network base, derived from raw data, represents 
all potential distribution cable routes within the 
service area. The algorithm identifies the optimal 
connections from homes to the main network, 
achieved through a chromosome that encodes 
the placement of termination points at installation 
points, as represented in Figure 2. Alongside this 
chromosome, an auxiliary map represents each 
home's allocation to its respective termination point. 
The chromosome undergoes standard genetic oper-
ations: mutation, selection, and crossover. 

Once the chromosome representing termination 
point placements is generated and refined through 
genetic/variation operations, the auxiliary map is 
constructed to allocate homes to these termina-
tion points. This process involves several criteria 
to ensure the design's practicality and efficiency. 
Termination points must be appropriately sized for 
the connected homes, ensuring they do not exceed 
capacity, and drop cables must remain within the 
predefined length limits. 

The variation operators (e.g., crossover and muta-
tion) ensure that diversity is introduced into the 
populations by altering and combining genetic 
material. This ensures that a broader solution 
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space is explored and prevents premature conver-
gence to suboptimal solutions. This integration of 
genetic and heuristic approaches results in a more 
robust and optimized network design. 

With the termination points established, a search 
algorithm determines the appropriate types and 
quantities of cables required to fulfill the designed 
network. This includes calculating the required 
fiber count for each segment to ensure all home 
connections are accommodated. The algorithm 
measures the amount of drop and distribution 
cables required, considering the network's specific 
needs and the configurations provided. This step 
is essential to ensure the network's feasibility, 
cost-effectiveness, and efficient resource use. 

The fitness function evaluates each solution based 

on the total cable length, client allocation to termi-

nation points, and the types and quantities of 

deployed termination points and splitters, assuring 

the evolution of the fittest individuals. The fitness 

value represents a measure of the network's effi-

ciency and effectiveness, with the GA aiming to 

minimize this value over the generations and runs, 

as illustrated in Figure 3. 

The solution with the lowest fitness value is consid-

ered the optimal design and is returned as the 

algorithm’s final output. This approach guaran-

tees that the network design meets all technical 

requirements while minimizing costs. 

FIGURE 2 – Representation of an individual in the implemented solution

FIGURE 3 – Fitness evaluation and selection over a set of individuals
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Netwin Automatic 
Network Design use 
case
In network design, particularly when applying a 
genetic algorithm, the fitness function is the corner-
stone for evaluating and guiding the evolution of 
potential solutions. The fitness function assigns a 
numerical value to assess how suitable a network 
layout is based on predefined criteria. This value 
reflects the efficiency and cost-effectiveness of the 
network design, with lower fitness values indicat-
ing superior solutions. The goal is to minimize the 
fitness value, which implies a more cost-effective 
network design that still satisfies all requirements.

The fitness function in the Netwin Automatic 
Network Design system considers five critical 
factors, each contributing to the overall cost and 
effectiveness of the network:

1. Drop Cables: these cables connect individual 
homes to the network. The fitness function 
considers both the length and cost per meter 
of these cables. The longer and more expensive 
the drop cables are, the higher the fitness value, 
resulting in a less optimal solution. Therefore, 
minimizing the length and cost of drop cables 
is crucial for reducing the overall network cost;

2. Distribution Cables: these cables distribute the 
signal from the central junction, often called 
the Optical Splitter Joint (OSJ), to various points 
in the network. Similarly, the fitness function 
assesses the length and cost of distribution 
cables. Efficient use of distribution cables can 
significantly lower the fitness function by opti-
mizing their routing and minimizing their length;

3. Termination Points: termination points are 
critical components that distribute fibers from 
the network to individual homes. The fitness 
function considers both the quantity and cost 
of these termination points. Efficient placement 
and minimal usage of these costly components 
are key to lowering the fitness value;

4. Splitters: splitters divide the optical signal 

into multiple branches, allowing it to reach 

more homes. The fitness function assesses 

the number and cost of splitters. An optimal 

design strategically places splitters to mini-

mize their number and cost while ensuring 

adequate signal distribution, thereby reducing 

the fitness value;

5. Unallocated Homes Penalty: the fitness func-

tion imposes a significant penalty for each 

home the algorithm fails to allocate to the 

network. This penalty ensures that the algo-

rithm prioritizes connecting as many homes 

as possible, as failing to do so dramatically 

increases the fitness value. This ensures that 

the network design is both cost-effective and 

meets coverage requirements.

Before and after: a visual 
comparison 
To illustrate the effectiveness of the Netwin 

Automatic Network Design system, we compare 

two network layouts: one created manually by a 

network designer and another generated auto-

matically by the implemented solution.

As shown in Figure 4, Network A represents a 

manually designed network that, while functional, 

required many hours of labor to create and still 

resulted in a high fitness value of 60,091. This high 

cost is due to the suboptimal placement of cables, 

especially termination points and splitters, which 

significantly increased the fitness value. 

In contrast, Figure 5 showcases the optimized 

network layout generated by the genetic algorithm 

in less than one minute. The automated design 

process reduces the fitness value to an impressive 

13,351, a 78% decrease in cost. This drastic reduc-

tion is achieved through the algorithm's ability 

to explore a vast solution space and iteratively 

improve the design by minimizing the length and 

cost of cables, optimizing the placement of termi-

nation points and splitters, and ensuring that all 

homes are connected.
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TABLE 1 – Network A results comparison between handmade and generated designs

Parameter Handmade Generated

Fitness value 60091,86 13351,66

Penetration rate 1,00 1,00

Distribution cable 19956,00 8567,00

Drop cable 2748,93 5446,89

Termination Points 62 11

SDU 103 103

MDU 5 5

Free Installation Points 17 68

Clients 108 108 

FIGURE 4 – Handmade design of Network A FIGURE 5 – Generated design of Network A

TABLE 2 – Fitness value comparisons of various network designs

Network Name Handmade Fitness Value Generated Fitness Value Cost Decrease

Network B 46819,54 11370,60 -76%

Network C 6485,65 3711,84 -43%

Network D 79019,13 76468,30 -3%

Network E 79369,46 34915,51 -56%

Below (Table 1) is the comparison between the two. 
The comparison between these two figures and 
their table values vividly demonstrates the power 
of genetic algorithms in network design. By auto-
mating the design process, the algorithm reduces 
costs and quickly produces a network layout that 

meets all requirements far more efficiently than a 

manually created solution.

Below (Table 2) are more comparisons between 

the fitness values of real-life networks designed by 

engineers and those generated by the algorithm.
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After stabilizing the solution, one could evolve it 
by fine-tuning the GA hyperparameters to achieve 
a feasible balance between runtime and fitness 
value. Hyperparameter tuning is crucial in opti-
mizing the performance of AI-based solutions, as 
it directly impacts the algorithm's ability to explore 
the solution space effectively while maintaining 
computational efficiency [9]. The goal was to 
ensure that the GA could minimize the fitness value 
without excessively increasing the computational 
time required for each run.

Conclusions and 
future work
GA has proven to be an effective method for 
addressing the complexities involved in FTTH 
GPON network design. As the results above clearly 
illustrate, GA is capable of efficiently managing the 
multidimensional optimization challenges inherent 
in such tasks.

The implemented tool significantly aids network 
engineers by drastically reducing the time required 
for planning and designing. Manual tasks that 
traditionally take hours or days can now be 

completed in minutes or hours, depending on 
network complexity.

This approach is highly adaptable and can 
potentially be extended to other segments of the 
FTTH network. It can also incorporate additional 
network requirements, constraints, and objectives, 
offering flexibility to accommodate various deploy-
ment scenarios, regulatory constraints, and OpCo-
specific norms.

This work establishes a solid foundation for ongo-
ing research and development within the compa-
ny, particularly in optimization. It also opens 
avenues for integrating other AI-based techniques 
and extending the solution to encompass the entire 
network, from the central office to the customer 
premises. Leveraging the scalability of the chosen 
algorithm, the proposed solution is ideal for large-
scale network designs.

The main features of the existing stable version 
are focused on the distribution network design. 
However, it will swiftly evolve to explore the dynam-
ic placement of Splitter Joints and central offices, 
extending the design to the feeder network. For 
that, it will rely on the analysis of the field topology 
to determine optimal routes from the main graph 
and identify the routes from a location instead of 
relying on a predefined scenario. 
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AI-driven development represents a transformative shift in software engineering, where Artificial 

Intelligence (AI) aims to automate and enhance various aspects of the software creation process. 

This cutting-edge technique leverages AI to aid in coding and handling complex tasks such as 

debugging, testing, deployment, and even optimization, thus simplifying the development process. 

They analyze vast amounts of code to identify patterns and suggest optimizations, minimizing 

the likelihood of errors and improving code quality, reducing development time/investment, and 

translating into operational improvements, quality, or support for problem-solving. In this article, 

we examine the current state of the art, present some data from relevant studies, and explore the 

current use of AI-assisted development at Altice Labs.
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Introduction
In the dynamic field of software engineering, 

innovation and the search for new methods and 

execution strategies are critical factors. Today, 

we are witnessing a transformative shift driven 

by AI-powered development. This new approach 

leverages the capabilities of Artificial Intelligence, 

particularly Generative AI (Gen AI) and Large 

Language Models (LLMs), to revolutionize how 

code is understood, written, and improved. AI 

integrations within the development workflows 

are streamlining tasks such as coding, debugging, 

testing, optimization, code documentation, and 

deployment – resulting in greater efficiency and 

precision. In response to these advancements, 

companies and organizations are increasing-

ly focusing on adopting AI-driven technologies 

to enhance multiple aspects of their processes, 

particularly software development. By incorporat-

ing AI into their development pipelines, they aim 

to improve and optimize numerous stages of the 

software development lifecycle, from initial design 

to final deployment.

For software engineers, this new wave of AI tools 

enhances process efficiency and expands their 

capabilities – whether through automated code 

completions, bug detection, or testing automation. 

These innovations offer novel approaches that 

benefit all stakeholders by speeding up work-

flows, reducing overall costs, and delivering high-

er-quality products.

The advantages of AI innovations are truly trans-

formative, but it is important to acknowledge some 

limitations that may arise from complex codebases 

and legacy systems. Older systems often contain 
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intricate dependencies, outdated coding styles, and 
patterns, as well as architectural decisions that span 
different technological eras. To overcome or mini-
mize the challenges posed by outdated infrastruc-
tures, organizations must first modernize by invest-
ing in cutting-edge infrastructures and robust data 
platforms, implementing strong data pipelines, and 
ensuring scalable computing resources. Updating 
methodologies and making them more agile will 
enable a more interactive development environment, 
allowing for frequent feedback and adjustments 
that enhance the software development cycle.

There have also been concerns that AI-assisted 
tools can generate problematic code. These models 
learn from vast datasets of existing code, which 
may contain biases, errors, and security concerns, 
potentially perpetuating these issues. This highlights 
the continued need for human oversight, which 
remains crucial in correcting inaccurate AI sugges-
tions. Additionally, the complexity of “black-box” 
AI models – where it is not always clear how code 
suggestions are generated – makes debugging and 
informed decision-making more difficult. Addressing 
biases and security risks inherent in AI-generated 
code becomes essential. Rigorous testing, thorough 
code reviews, and secure training pipelines are 
necessary to avoid introducing vulnerabilities.

At the legislative level, the European Union (EU) 
is already working on regulations governing the 
use of AI, making it imperative for organizations 
to adopt mitigation strategies to address these 
concerns. Establishing a robust and responsible AI 
framework is no longer optional – it is a critical step 
toward ensuring the ethical use of AI in the future.

Despite these limitations, AI-assisted software devel-
opment holds significant potential for businesses. 
When used properly, these tools can streamline 
development processes, reduce time-to-market, 
and enhance the overall quality of code, effectively 
augmenting the capabilities of human programmers 
[1]. In summary, the article begins by outlining the 
present situation in the AI-driven development field. 
It then emphasizes the advantages of AI-driven 
development and its implementation at Altice Labs. 
The paper ends with concluding remarks.

State of the art
AI-driven development is transforming the soft-
ware engineering landscape by automating 
and enhancing processes throughout the entire 
development lifecycle. By leveraging Artificial 
Intelligence (AI) and Machine Learning (ML), along 
with the understanding and generation capabili-
ties brought by LLM models, developers are now 
able to build, test, and maintain software more effi-
ciently, reducing the time and effort needed while 
increasing reliability and quality.

One of the most visible impacts of AI in software 
development is in AI-augmented code genera-
tion. Advanced models, such as OpenAI's Codex 
and Google's AlphaCode, are now capable of 
understanding natural language descriptions and 
generating relevant code snippets. These models 
are trained on large datasets of open-source code, 
enabling them to generate boilerplate code, offer 
contextual code completion suggestions, and even 
refactor existing code for better performance or 
readability. AI is helping to reduce the manual 
effort required for routine coding tasks, allowing 
developers to focus on more complex and creative 
aspects of software development. Tools like GitHub 
Copilot and Tabnine are leading examples of how 
AI is being integrated into code editors, offering 
developers real-time assistance as they write.

In addition to code generation, AI is also making 
significant improvements in automated testing, 
debugging, and documentation. One of the key 
applications here is the automatic generation of 
test cases based on the code being devel oped. 
This eliminates the need for developers to manu-
ally create tests, ensuring that applications are 
thoroughly tested without the time-consuming 
effort traditionally required. ML models are now 
able to detect patterns in code that are likely to 
introduce bugs or security vulnerabilities, some-
times even suggesting fixes automatically. This 
not only reduces the occurrence of bugs but 
also improves code quality early in the develop-
ment process. Tools such as Diffblue Cover and 
DeepCode are examples of AI-driven solutions 
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performance, such as identifying and eliminating 
bottlenecks, optimizing algorithms, or improving 
memory management. These systems are also 
being used to refactor code, making it cleaner 
and easier to maintain without changing its core 
functionality. Tools like JetBrains IntelliCode and 
SourceAI are in charge of helping developers opti-
mize and refactor code efficiently.

AI is also transforming how teams collaborate and 
manage their projects. In AI-enhanced collabora-
tion and project management, AI tools are used to 
forecast project timelines, predict potential bottle-
necks, and automate task assignments. This helps 
teams stay on track and make more informed 
decisions about resource allocation and workflow. 
Furthermore, AI-powered tools are improving team 
communication by automating repetitive tasks, 
such as updating project statuses or sending 
reminders. Tools like Jira and Monday.com are 
leveraging AI to provide insights into project perfor-
mance, making it easier for teams to manage large 
and complex projects.

Lastly, AI is playing a crucial role in software secu-
rity through the integration of AI into DevSecOps 
practices. AI tools can analyze code to automat-
ically detect security vulnerabilities and suggest 
fixes, helping organizations address potential 
threats before they become serious issues. In 
addition to vulnerability detection, AI is being used 
for threat hunting by analyzing logs, user behav-
ior, and network traffic to identify unusual activity 
that may indicate a security breach. Tools such 
as Snyk and Fortify on Demand are applying AI 
to enhance software security, making it easier for 
developers to ensure their applications meet the 
highest security standards.

In short, AI can support various software engi-
neering tasks:

• Code Generation: AI models like Codex and 
AlphaCode assist in generating boilerplate 
code, contextual code completions, and refac-
toring, reducing manual effort;

• Automated Testing and Debugging: AI-driven 
tools automatically create test cases and detect 

that automatically generate tests or detect bugs 
with high accuracy, streamlining both the testing 
and debugging phases.

AI-powered DevOps, often referred to as AIOps, 
is another area where AI is driving change. In the 
realm of DevOps, AI is enhancing the efficiency of 
software delivery and operations management. 
For instance, continuous integration/continuous 
delivery (CI/CD) pipelines can now be optimized 
by AI, which predicts build failures, automates 
code merges, and manages dependencies. This 
minimizes human intervention and allows for 
faster software deployment. AI is also being 
used to monitor application performance and 
infrastructure health. By analyzing logs, perfor-
mance metrics, and user behavior, AI can detect 
anomalies, predict outages, and even suggest 
corrective actions or auto-scale resources to 
ensure optimal application performance. Tools 
like Dynatrace and Splunk are pioneering the use 
of AI in this space, helping to create more reliable 
and responsive systems.

AI is also being applied at the earlier stages of 
the software development process, particularly in 
requirements engineering and software design. 
One major advancement is the usage of Natural 
Language Processing (NLP) techniques to analyze 
unstructured requirements, which are often writ-
ten in natural language and extract key function-
al and non-functional requirements. This helps 
reduce ambiguity and ensures clarity in what the 
software should do. Additionally, AI is beginning 
to assist in software design by suggesting optimal 
architectures or design patterns based on a given 
set of requirements. This enables developers to 
make informed design choices with less effort 
and improves the overall structure of the system. 
Tools like ReqSuite RM are examples of how AI is 
being integrated into requirement management, 
helping teams define and analyze requirements 
more efficiently.

In terms of code optimization and refactoring, AI 
has proven to be a powerful tool for improving 
code performance and maintainability. AI-driven 
systems can analyze large codebases and suggest 
or automatically apply changes that enhance 
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security vulnerabilities, enhancing code quality 
early in development;

• AI-Powered DevOps (AIOps): AI optimizes CI/CD 
pipelines, predicts build failures, and monitors 
application performance, ensuring efficient 
software delivery and operations management;

• Requirements Engineering and Software 
Design: NLP techniques analyze unstructured 
requirements, while AI suggests optimal archi-
tectures and design patterns;

• Code Optimization and Refactoring: AI 
systems improve code performance and 
maintainability by identifying bottlenecks 
and refactoring code;

• Collaboration and Project Management: AI 
forecasts project timelines, predicts bottlenecks, 
and automates task assignments, enhancing 
team communication and workflow;

• Software Security (DevSecOps): AI detects 
security vulnerabilities, suggests fixes, and 
performs threat hunting to ensure high-secu-
rity standards.

Benefits of AI-driven 
development
Recent studies provide quantitative insights into 
the usability of generative AI systems for real 
business tasks. Three distinct studies [2], [3], [4] 
evaluated a variety of users across different 
domains – customer service agents in an enter-
prise software company [2], professionals writing 
business documents [3], and programmers coding 
a small project [4]. All the studies reached similar 
conclusions: productivity saw a significant boost 
(Figure 1), especially among less-skilled users. 
Additionally, some studies reported enhancements 
in the quality of the outputs.

According to [4] and [5], less experienced program-
mers gained slightly more from the AI tool. 

FIGURE 1 – Productivity Increases with AI 
(according to [2],[3],[4])

FIGURE 2 – Task completion time using generative 
AI (Reference: McKinsey study [5])

Additionally, those who spent fewer hours coding 

each day experienced greater benefits than those 

who coded for longer periods, with this second 

effect being significant. Together, these findings 

indicate that less-skilled programmers derive more 

advantages from AI compared to their more-skilled 

counterparts. This means that AI contributes to 

narrowing the gap between the most talented and 

the least talented employees.

An additional study from McKinsey [6] concluded 

that productivity improvement is much higher for 

less complex tasks than for high-complexity ones, 

as stated in Figure 2.
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The same study shows that the developers’ work 
satisfaction and motivation increased with AI tool 
usage, as they are now able to focus on meaning-
ful and challenging work.

Carnegie Mellon also did an experiment with 
about 750 developers [7] that confirmed the above 
conclusions and detailed the relative importance 
of each aspect for the participants (Figure 3).

In summary, each study highlights a notable 
increase in productivity — ranging from 17% to 126% 
— along with improvements in quality, enhanced 
job satisfaction, and a more balanced distribution 
of skills across development teams.

AI-driven 
development 
adoption at  
Altice Labs

GitHub Copilot is an AI-powered code completion 

tool developed by GitHub in collaboration with 

OpenAI. It aids developers by suggesting code 

snippets and entire functions based on the context 

of the code being written.

FIGURE 3 – Motivation aspects, according to Carnegie Mellon study [7]
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Its major features are:

• Code Generation: Copilot can generate boil-
erplate code, suggest improvements, fix 
errors, generate unit tests, and even help  
with documentation;

• Language Support: it supports multiple 
programming languages and integrates with 
popular code editors like Visual Studio Code;

• Contextual Understanding: Copilot’s ability to 
understand the context of the code being writ-
ten helps in providing relevant suggestions.

Here are some practical examples of using Copilot 
as a developer assistant.

Code generation
GitHub Copilot offers a range of powerful code 
generation features that significantly enhance 
developer productivity. It provides real-time inline 
code suggestions, helping developers write code 
faster and with fewer errors. Copilot can generate 
entire functions or code blocks based on natural 
language prompts, making it easy to implement 
standard algorithms or boilerplate code. It also 
suggests refactoring and improvements to existing 
code, ensuring it adheres to best practices.

When errors occur, Copilot analyses the error 
messages and surrounding code to propose fixes, 
saving time and reducing frustration for developers. 

For new projects, Copilot can scaffold a complete 
workspace, setting up the necessary files and 
configurations. It also helps generate database 
queries, simplifying interactions with databases. 

Using a recent project as an example, at least 
a third of the code was generated by Copilot, 
including boilerplate code, HTTP client requests 
to integrate with other systems, location functions 
conversions from Python to Java, complex reactive 
invocations and composition, SQL query gener-
ation, and even implementation of APIs using an 
OpenAPI spec as input, in which the Copilot plugin 
automatically generates all the server endpoints 
and the required POJOs.
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Unit tests
GitHub Copilot is a valuable tool for generating unit 
tests. It automatically creates test code snippets, 
saving developers time and effort. By understand-
ing the context of the code, it suggests relevant test 
cases that ensure comprehensive coverage. This 
helps developers to focus on refining and custom-
izing tests rather than writing them from scratch. 
Additionally, it serves as an educational resource 
by providing examples of well-structured unit tests, 
which can help less experienced developers learn 
best practices and improve code quality. 

In a recent project, about 30% of the unit tests were 
designed by Copilot. Although the test cases are 
very well defined, the developers found a large 
number of errors in their implementation; this seems 
to be related to the complexity of the toolkit in use 

(Quarkus.io) and the complexity of the mocks that 
are required to cover a large code basis. See the 
example shown in Figure 4.

Code improvement
As previously mentioned in the earlier chapters, 
Copilot can suggest or be asked to improve code. 
These improvements can be applied not only 
to the code style and structure but also to the 
performance of the written code, including SQL 
query performance.

In a recent project, this feature was useful for 
improving the readability of the code, its organi-
zation, and its performance since Copilot identifies 
smaller mistakes that can lead to huge perfor-
mance issues, such as possible memory leaks and 
inefficient Java garbage collection.

FIGURE 4 – Unit test generation with GitHub Copilot
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Error fixing
Currently, all IDEs provide syntax highlighting and 
error detection, but Copilot can assist developers 
when they want to validate if the code implements 
the desired algorithm. This was extremely helpful 
in a recent project when validating if the code 
was according to the specifications and if location 
algorithms were correctly implemented.

Documentation generation
GitHub Copilot can generate explanations for code 
blocks, entire files, and even whole code workspaces, 
which is particularly useful for creating comprehen-
sive project documentation. Developers can easily 
generate inline code comments that explain the 
purpose and functionality of specific code segments 
by using the GitHub extensions/plugins available for 
several IDEs (Visual Studio Code, IntelliJ Idea, etc.). 
In a recent project, for example, 95% of the Javadoc 
was written by the Copilot plugin, with the develop-
ers only having to perform some minor corrections to 
the generated documentation.

Code review
Code review is a critical stage in the software 
development process, serving as a quality control 
measure to identify bugs, ensure coding standards, 
and improve the overall health of the codebase. It 
is a complex task that requires a reviewer to scruti-
nize code changes meticulously, often without the 
complete context of the entire development process. 
This lack of context can make it challenging to 
spot subtle issues or understand the implications 
of certain code changes. Moreover, developers, 
regardless of their experience, may not always have 
the comprehensive knowledge needed to identify all 
potential problems or areas for improvement, such 
as performance optimization, security vulnerabili-
ties, or code maintainability. Effective code review 
thus demands a combination of broad technical 
knowledge, attention to detail, and a deep under-
standing of the project's architecture and objectives. 
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Regarding the available tools, we can use 
CodeRabbit as an example. CodeRabbit is an 
AI-driven tool designed to enhance the software 
development process, and it focuses on automat-
ing testing, review, and debugging, ensuring that 
code is robust and error-free.

Its major features are:

• Automated Testing: CodeRabbit can automat-
ically generate test cases, identify potential 
bugs, and suggest fixes;

• Performance Insights: it provides insights 
into code performance and helps optimize 
resource usage;

• Debugging Assistance: CodeRabbit assists 
in debugging by pinpointing issues and 
suggesting solutions.

• Although we did not use this tool on a specific 
project, we performed some experiments to 
evaluate its capacities. As a result of the exper-
iments, we can conclude that the tool has a 
great potential to detect issues, such as:

 – Critical issues (like possible null pointer 
exceptions, infinite loops, etc.);

 – Incorrect implementation of an algorithm, 
where the expected result is different from 
the one that was implemented (example: we 
want a method that calculates a sum, but it 
returns the subtraction);

 – Not using the best code practices (example: 
unorganized imports, unused variables, etc.).

• It suggests fixes and/or changes with accu-
racy, speeding up the application of the 
required changes;

• It is simple to configure, requiring only the 
registration of a GitHub repository for it to 
begin performing code reviews (no code is 
needed), and simple to use, providing intuitive 
commands to interact with it.

Documentation 
generation and issue 
management

JIRA
JIRA is the project management and issue-tracking 
tool adopted by our organization and has been in 
use for several years. In the most recent versions, 
it packages AI features that can boost a team’s 
productivity by reducing the number of repetitive 
tasks and generating content based on inputs 
made in natural language. Among the available 
features, we can highlight the following: 

Search for issues using everyday 
language

This feature allows users to find issues using nat-
ural language instead of writing complex JIRA 
Query Language (JQL) queries (Table 1).

TABLE 1 – Examples of Atlassian Intelligence-generated JQL queries

Input Result

What are the most recent Bugs in project 
PRJ?

Jira will transform the input into a JQL query that will 
return the issues with type Bug belonging to project PRJ, 
sorting by the most recent.

What are the Internal Requirements for the 
API component in project PRJ?

Jira will transform the input into a JQL query that will 
return the issues with type = Internal Requirement, compo-
nent = API, belonging to project PRJ.
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FIGURE 6 – Atlassian Intelligence suggested subtasks

FIGURE 5 – Bug writing using Atlassian Intelligence

Generate and transform content

Writing an issue can be repetitive, especially when 
we need to follow a template and fill in all the 
required info repeatedly. Using this AI capability, 
we can ask JIRA, for example, to write a bug follow-
ing the defined template, as illustrated in Figure 5.

AI work breakdown

When designing a new feature, the teams must break 
it into smaller pieces, creating subtasks. We can use 
AI to do this, and JIRA will read the details of the 
issue and will create subtasks. Figure 6 illustrates an 
example of subtasks for a FAQs page requirement.
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Summarize issue comments

Another task that developers often do is reading 
comments on an issue to try to build a summary 
of the interactions it had during time. This can be 
achieved using AI: it will read the documents and 
summarize them (Figure 7).

AI automation

The more recent versions of JIRA allow us to auto-
mate some tasks like performing automatic issue 
transitions based on rules, creating pages asso-
ciated with issues, cloning issues, etc. Instead of 
manually building these automation flows, we can 
ask AI to do it. Figure 8 shows an example of creat-
ing an automation that marks an issue as Resolved 
after a pull request is merged.

CONFLUENCE
Confluence is a collaboration and documentation 
tool adopted by our organization and, like JIRA, 
has been in use for several years. Since it is devel-
oped by the same company (Atlassian), it also 
packages AI features, which we can highlight:

Summarize pages and blogs

With this feature, we can ask to summarize content, 
so we do not need to read every information that is 
related to a page and/or comments.

Q&A Search

Currently, when we want to obtain information about 
a specific topic, we need to search Confluence using 
keywords (ex.: we need information about a specific 
requirement, only knowing its name); then, we need 
to read all the pages that have content related to 
the keyword. Using AI, we can simply ask questions, 
and it collects info about the topic, summarizing it 
for us. See the example shown in Figure 9.

AI automation

Like in JIRA, we can use AI to create automation in 
Confluence, as the example illustrated on Figure 10.
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FIGURE 10 – Atlassian Intelligence automation creation in Confluence

FIGURE 9 – Atlassian Intelligence “Ask AI” search

FIGURE 8 – Atlassian Intelligence generated automation

FIGURE 7 – Atlassian Intelligence issue summarization
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Conclusions
AI-driven development is revolutionizing the soft-
ware engineering landscape. By automating 
routine tasks and providing intelligent insights, AI 
tools are enabling developers to focus on more 
complex and creative aspects of the development 
process. As these tools continue to evolve, they 
will undoubtedly play an increasingly vital role in 
shaping the future of software development.

Despite these advancements, there are challeng-
es and limitations to AI-driven development. One 
major concern is data privacy and bias. Since AI 
models rely heavily on data for training, ensuring 
that the data used is unbiased and does not expose 
sensitive information is critical. Furthermore, inte-
grating AI into the software development process 
requires specialized expertise, as developers need 
a solid understanding of both AI/ML technologies 

and software engineering principles. This can 
make it difficult for organizations to fully adopt 
AI-driven tools. Additionally, AI systems need 
to be regularly updated to keep pace with new 
development practices and languages, requiring 
ongoing maintenance.

Looking ahead, the future of AI-driven develop-
ment holds immense potential. Autonomous devel-
opment pipelines that handle everything from 
coding to deployment with minimal human inter-
vention are on the horizon. AI-driven collaborative 
agents could work alongside developers in real 
time, assisting with design, coding, and debugging 
tasks. Moreover, adaptive software that continu-
ously improves itself post-deployment based on 
user behavior and performance metrics could soon 
become a reality. While challenges remain, the 
benefits of AI in software development are already 
reshaping how we build and maintain software, 
setting the stage for even more advanced and 
autonomous systems in the near future.
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This study focuses on the application of predictive analytics within the telco sector, specifically on 

deploying Neural Network (NN) models for prepaid mobile services. Building on the laboratory 

phase, which highlights the superior performance of NN models over traditional Machine Learning 

(ML) models, such as Random Forest (RF) and Gradient Boosting Trees (GBT), in predicting cus-

tomer behaviors like top-up propensity and balance before the next top-up, this study investigates 

their viability in a production environment. By leveraging PySpark, we test the scalability and ef-

ficiency of NN models for daily predictions.

While initial results show that, overall, NN models outperform traditional ML models, to fully as-

sess the viability of these NN models in a production setting, we extend our testing period over a 

month to better evaluate their effectiveness compared to existing ML models. This research pro-

vides valuable insights into the challenges and potential of deploying advanced predictive models 

in the telco sector, offering a pathway toward more precise and data-driven marketing strategies.
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Introduction
Understanding and predicting customer behavior, 
particularly within prepaid mobile services, remains 
crucial for tailoring effective marketing strategies 
in the ever-evolving telco sector. Prepaid services, 
which allow customers to pay in advance for telco 
services like calls, SMS, MMS, and internet access, 
offer users control over their spending and free 
them from the contractual obligations associated 
with postpaid plans. However, the unpredictabili-
ty of top-up events poses significant challenges 
for telco operators aiming to optimize marketing 
campaigns to meet individual customer needs [1].

This article builds on previous research [2] by 
extending the application of NNs to enhance predic-
tive models in the prepaid mobile services domain. 
Specifically, we investigate the propensity of 
customers to top-up within specific time frames (two, 
three, or four days) and estimate account balances 
before top-up events. Accurate predictions in these 
areas enable telco operators to time their market-
ing communications more effectively, increasing the 
relevance and efficiency of promotional efforts [3].

Our primary objective is to assess the viability of 
deploying NNs in a production environment for 
these specific use cases. To achieve this, we lever-
age Elephas, a library that brings deep learning 
with Keras (a high-level neural networks API written 
in Python [4]), to PySpark, enabling the distributed 
training of NNs on large datasets. Elephas main-
tains Keras's simplicity and high usability, facil-
itating the fast prototyping of distributed models 
that can run across Spark's Resilient Distributed 
Datasets (RDD) and DataFrames. This study eval-
uates the performance of NN models trained with 
Elephas against established ML models, such as RF 
and GBT, which Altice Labs' Data Science team has 
successfully deployed. These traditional models 
are fully integrated and operational, proving their 
effectiveness in real-world applications.

Motivated by recent shifts in the usage of prepaid 
mobile services in Portugal [5], [6], this study address-
es the need for more effective marketing strategies to 
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promote the adoption of these services. By deploying 
NN models using Elephas in a production setting, we 
aim to determine whether these models can sustain 
their superior performance over traditional ML 
models (as observed in laboratory conditions) and 
ultimately support telco operators in delivering more 
personalized and timely marketing campaigns.

This article outlines the deployment of these 
advanced predictive models, covering the design 
of data pipelines for data intake and transforma-
tion, including customer top-up and balance histo-
ry, hyperparameter tuning to identify the optimal 
architecture (using Python), distributed training 
and prediction (with PySpark and Elephas), and 
the integration of performance indicators for ongo-
ing model monitoring and oversight. 

State of the art
The problem of accurately predicting custom-
er top-up behavior in the telco sector, especially 
for prepaid mobile services, is characterized by 
the limited number of publicly available studies. 
Companies closely guard industry research find-
ings to maintain a competitive advantage, creating 
this gap. Nonetheless, we can gather valuable 
insights for our investigation by examining the 
results of available predictive model research.

P. M. Alves et al. [7] highlight the importance of 
detailed customer profiling in enhancing service 
quality and retention within the telco sector. Their 
study emphasizes the role of predictive analyt-
ics in understanding and anticipating customer 
behaviors, aligning with our research objectives of 
predicting top-up propensity and balance before 
the next top-up. While Alves et al. employed slid-
ing window Multiple Linear Regression for monthly 
predictions, our research explores NNs to study if 
they can provide more accurate predictions over 
the specified timeframes.

The usage of Recency, Frequency, and Monetary 
Value (RFM) analysis in prior studies [8] to identify 
top-up patterns reflects our approach to feature 

engineering, which also considers seasonal trends 
to refine predictive modeling.

Studies on churn prediction, though focusing on 
a different outcome, offer methodologies adapt-
able for predicting top-up behavior. For instance, 
Bharadwaj et al. utilized Logistic Regression and 
Multilayer Perceptron (MLP) models [9], and the 
success of Deep NNs in outperforming tradition-
al models in churn prediction [10] suggests their 
applicability in our domain.

Techniques such as Mutual Information (MI) 
[11], SHapley Additive exPlanations (SHAP) [12], 
and resampling methods like Synthetic Minority 
Oversampling Technique (SMOTE) [13] play a crucial 
role in refining predictive models by tackling class 
imbalance and optimizing model performance.

Distributed deep learning in 
predictive analytics
Advances in distributed deep learning have 
significantly improved the handling of large-scale 
datasets and enhanced training efficiency, which 
is critical for predictive analytics in the telco sector. 
Ravikumar and Sriraman [14] showcased the effec-
tiveness of distributed deep learning using Elephas 
and PySpark for real-time pneumonia prediction, 
achieving faster training times and improved accu-
racy. Similarly, Al Jallad et al. [15] applied Long 
Short-Term Memory (LSTM) networks on Apache 
Spark for optimizing Intrusion Detection Systems 
(IDS), highlighting the ability to efficiently process 
and analyze massive datasets, which is essential 
for our predictive models.

The parallels between these studies and our work 
are evident, particularly in applying distributed 
deep learning to improve model scalability and 
performance. While the domains vary (healthcare, 
cybersecurity, and telco), the methodologies offer 
valuable insights into deploying advanced predic-
tive models in production environments. The speed, 
efficacy, and scalability improvements demon-
strated that predicting customer behaviors in the 
telco sector could benefit from similar advantages. 
Our study aims to extend these methodologies to 
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address the unique challenges of predicting top-up 
behavior and account balances, ultimately provid-
ing telco companies with actionable insights to 
tailor their marketing strategies effectively.

Methodology

Top-up propensity prediction 
in two, three, and four days 
(binary classification)
Our analysis utilizes 60 days of historical data, 
focusing on top-up and balance history to generate 
aggregated features for our model. We tailored 
these features to reflect customer engagement 
within this timeframe. This 60-day period balances 
inclusivity and relevance: more extended periods 
might capture less engaged customers, diluting 
predictive model efficacy, while shorter spans might 
exclude too many customers due to a smaller data-
set. Therefore, we exclude customers who did not 
top-up in the 60 days before our reference day. We 
set a specific reference day, typically at the start 
of a month, to anchor our analysis consistently. 
The concept of a “top-up cycle”, represented by the 

orange and red periods in Figure 1, is central to our 
feature construction. These periods correspond to 
two distinct clients, each with its own top-up cycle. It 
is defined as the time from a customer’s last top-up 
before the reference day to their first top-up after 
it. For feature construction, we consider the period 
up to the day before the reference day, as shown 
by the brackets in Figure 1, resulting in the concept 
of the “last top-up cycle”. The period following the 
reference day, including the day itself, is used for 
label construction.

Labels are assigned based on whether a custom-
er tops up within a set interval (two, three, or four 
days) from the reference day, creating binary 
classification models. Customers topping up 
within this period are labeled “1”, and those who 
do not are labeled “0”. This process establishes a 
binary classification problem aimed at predicting 
the propensity of a customer topping up within 
the specified timeframes. In Figure 1, dotted lines 
mark the propensity periods: purple represents two 
days, green signifies three, and yellow indicates 
four, starting from the reference day.

Given the highly unbalanced nature of our binary 
classification datasets, we must carefully select 
our evaluation metrics. Accuracy, for instance, is 
unsuitable because it can misleadingly inflate 

FIGURE 1 – Methodology example for top-up propensity within the next two, three, or four days
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performance by favoring the majority class, such as 
predicting all customers as “non-top-up”, yielding 
high accuracy despite failing to identify any “top-up” 
cases. Therefore, we use the F1-Score as our metric. It 
balances precision and recall through their harmon-
ic mean, providing a more accurate assessment for 
the minority class in our classification problem.

Balance before the next top-up 
prediction (regression problem)
This approach for feature temporal constraints is 
similar to the method used for top-up propensity 
prediction, where we focus on the last two months 
leading up to a chosen reference day. The features 
considered here are identical to those in the top-up 
propensity prediction, emphasizing the relevance 
of the “last top-up cycle”.

For balance prediction (Figure 2), we label data 
based on the customer’s account balance right 
before their first top-up following the reference day, 
which includes the day itself. Our model training 
involves analyzing the month after the reference 
day to identify each customer’s first top-up and 
predict the balance. This approach only considers 
customers who topped up in the two months before 
and the month following the reference day.

In this regression problem, we employ two distinct 
evaluation metrics: the Mean Absolute Error (MAE) 
[16] and the Hit Ratio. MAE calculates the absolute 
difference between actual and predicted balanc-
es before top-up, directly measuring prediction 
accuracy. Hit Ratio assesses the proportion of 
instances where the predicted balance exceeds the 
actual balance before the next top-up, indicating 
our model’s ability to anticipate top-ups based on 
balance evolution. However, relying solely on the 
Hit Ratio could be misleading. For instance, a model 
predicting a balance of €20 when the actual balance 
is €2 would still improve the Hit Ratio despite the 
prediction being significantly off. Therefore, we aim 
to balance these metrics, ensuring our predictions 
anticipate actual top-ups and accurately reflect the 
customers’ accurate balances.

Daily performance testing

Top-up propensity use case

We assess the model's performance daily through-
out the test month using a sliding window approach. 
Each day is a new reference point for the model 
to predict customer top-up propensity within the 
next two, three, or four days. This method offers a 
detailed evaluation of the model's consistency and 

FIGURE 2 – Methodology for account balance before the next top-up
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accuracy over a short period of one month. We 
monitor the model's F1-Score, precision, and recall 
daily to identify performance trends or patterns 
requiring attention. 

Balance before the next top-up use 
case

Again, we utilize a sliding window approach. We 
extend our analysis beyond the training set's 
constraints for balance prediction. For training, we 
considered only customers who topped up in the 
60-day window before the reference day and the 
month after the reference day (including the refer-
ence day itself); for daily testing, we evaluated all 
customers who topped up at least once in the 60 
days before the reference day. This adjustment 
allows us to observe the evolution of the predict-
ed balance for each customer daily, offering a 
dynamic view of anticipated balances. Each day, 
we compare the predicted balance directly with the 
actual balance for customers who topped up on 
the reference day, aiming to measure our model’s 
ability to anticipate imminent top-ups. We employ 
the Hit Ratio to assess our success in anticipating 
top-ups and the MAE to ensure the accuracy of our 
predicted balances.

Data preprocessing
For our analysis, we strategically selected July 3rd, 
2023, as the training reference day to capture a 
high activity phase, using data from May 4th to 
July 2nd (60 days), ensuring diverse customer inter-
actions. The testing period spans from August 3rd 
to October 1st, with October 2nd, 2023, as the test 
reference date, examining performance across a 
different activity range. 

Our datasets include 58 aggregated features 
related to customer top-up and balance behavior. 
For top-up propensity, we created datasets for two, 
three, and four-day predictions, with 58,472 entries 
for training and 60,428 for testing. The balance 
prediction dataset is smaller, with 28,559 entries 

for training and 60,428 for testing. However, we 

only evaluated 25,242 customers for performance 

purposes due to the exclusion criteria focusing 

only on active customers in the subsequent month 

post-reference day. 

We engaged in extensive feature engineering and 

hyperparameter tuning to optimize our NN archi-

tectures, including cross-validation. We tested vari-

ous feature sets, including all 58 features, subsets 

selected via MI scores, and SHAP analysis for 

feature importance. We also explored normaliza-

tion techniques to enhance data handling, such as 

min-max normalization and standardization.

For the top-up propensity case, we addressed class 

imbalance (approximately 5% top-up customers) 

by experimenting with SMOTE and undersampling. 

We also tested standard and weighted binary 

cross-entropy loss functions. We designed this 

comprehensive strategy to identify each use case's 

most effective NN architecture and feature set.

Best-performing 
neural networks

Top-up propensity use case
After extensive experimentation, we identified the 

most effective model architecture for predicting 

top-up propensity within two days. Applying 

this architecture to the three-day and four-day 

predictions revealed that different input features 

yielded optimal results for each timeframe. 

Min-max scaling and using the original class 

distribution without balancing techniques provid-

ed the best performance.

Using all 58 features was most effective for the 

two-day prediction. However, for the three-day 

and four-day predictions, selecting a subset of 

features through SHAP analysis improved perfor-

mance, with 25 features for three-day and 29 for 

four-day predictions.
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The optimal architecture, consistent across all 
intervals, is detailed in Figure 3. This model was 
trained for 100 epochs at a batch size of 64, using 
the Adam optimizer with a learning rate of 0.001 
and weighted binary cross-entropy loss. L1 regu-
larization with a strength of 0.001 was applied to 
the second hidden layer to prevent overfitting.

stopping with a patience of 30 epochs, reducing 
the total training epochs required.

FIGURE 3 – The optimal architecture of the NN 
for the top-up propensity use case showcasing 

layers, their number of neurons (N), and activation 
functions (Act)

Balance before the next 
top-up use case
The model that performed best in the account 
balance prediction scenario uses a subset of 11 
features selected based on MI scores, with min-max 
scaling for normalization. Figure 4 shows the most 
effective architecture, trained over 150 epochs with 
a batch size of 32, using the Adam optimizer at 
a 0.001 learning rate. To combat overfitting, we 
applied L2 regularization with a strength of 0.01 
in both hidden layers and implemented early 

FIGURE 4 – The optimal architecture of the NN 
for the balance use case showcasing layers, 
their number of neurons (N), and activation 

functions (Act)

Distributed modelling
After identifying the best architecture and hyper-
parameters for each use case, the next step is to 
train the models and make predictions in a distrib-
uted manner using PySpark, preparing them for 
deployment. When utilizing Elephas, Keras models 
are initialized on the driver node, serialized, and 
then distributed to worker nodes along with the 
data and broadcasted model parameters. The 
Spark workers deserialize the model, train their 
allocated data chunks, and send the resulting 
gradients back to the driver. An optimizer updates 
the "master" model on the driver, which can oper-
ate synchronously or asynchronously. We use the 



142 InnovAction

synchronous mode as the parallelization mode 
for both use cases, where the driver waits for all 
worker nodes to finish processing their data and 
sending gradients before updating the model. 
This approach ensures consistent updates but can 
be slower if some nodes take longer to complete 
their tasks [17], [14].

The basic model in Elephas is the SparkModel. To 
initialize a SparkModel, we pass a compiled Keras 
model along with parameters like update frequen-
cy and parallelization mode. The training process 
updates the model parameters at a frequency 
determined by the update frequency. In our imple-
mentation, we use batch update frequency for 
both use cases. This approach balances consisten-
cy in model updates with the need for efficiency in 
a distributed setting [17].

Elephas also supports distributed prediction and 
evaluation, which are crucial for deploying models 
at scale. Like the fit method, both the predict and 

evaluate methods are designed to be compatible 

with the Keras Model API. Specifically, this compat-

ibility allows the model to be serialized and sent 

out to worker nodes. At these nodes, the model 

simultaneously processes separate pieces of the 

testing data, enabling parallel execution of tasks 

[17]. Our deployment uses the predict method with 

an RDD, enabling distributed predictions across 

our data.

Currently, Elephas does not support the callback 

functionality [18] that is typically available in 

Keras. Callbacks are a powerful feature in Keras, 

allowing for real-time monitoring and control of 

the training process. They help track metrics like 

training and validation loss, implementing early 

stopping, saving model checkpoints, and dynami-

cally adjusting learning rates. Due to this limitation, 

we cannot apply early stopping to our balance 

regression model during deployment as we did in 

the laboratory phase, as seen in Section 5.2.
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Daily performance 
evaluation of 
distributed neural 
networks and 
traditional machine 
learning models 
using PySpark
This section evaluates the daily performance of 
our optimized NN models trained using Keras and 
Elephas with PySpark. Figures 3 and 4 depict the 
architecture of these models. We evaluated our 
models throughout October 2023 and compared 
these results with the ones obtained using traditional 
ML models, which are also implemented in PySpark 
and currently in production. This daily evaluation 
provides insights into the consistency and adaptabil-
ity of the NNs under various conditions, offering a 
practical perspective on their real-world applicability.

Altice Labs’ Data Science team previously 
employed an RF classifier for top-up propensity 
prediction and a GBT regressor for balance predic-
tion, with their configurations detailed in Table 1. 
The NN and the traditional ML models utilized July 
3rd, 2023, as the training reference day; however, 

our methods diverged in feature selection and 
preprocessing strategies. While the traditional ML 
models used Information Value (IV) for feature 
selection and did not normalize features, we opted 
for MI for the balance prediction use case and 
SHAP analysis for the top-up propensity use case, 
alongside feature normalization.

Top-up propensity use case
Figure 5 (on the next page) presents the daily 
performance comparison, in terms of F1-Score, 
between the NN model (blue) from Figure 3, 
trained using Elephas and Keras with PySpark, 
and the previously developed RF classifier (red) 
throughout October. Both models show a similar 
performance pattern, with higher F1-Scores at the 
start of the week and declines over weekends and 
on October 5th, a national holiday, suggesting a 
shared sensitivity to time-related behavioral shifts. 
This pattern, observed consistently across the 
two, three, and four-day propensity predictions, 
may be influenced by the selection of July 3rd, a 
Monday, as the training reference day, potentially 
biasing the models towards early-week behavior. 
Alternatively, it could reflect the naturally erratic 
customer behavior observed during weekends. 

Our analysis reveals that for the two-day and three-
day propensity predictions, the NN generally outper-
formed the RF classifier throughout October 2023, 

TABLE 1 – Configuration details of traditional ML models

Top-up Propensity Use Case Balance Before The Next Top-up Use Case

RF Classifier GBT Regressor

max_depth 11 learning_rate 0.1

criterion entropy criterion friedman_mse

min_samples_split 2 min_samples_split 0.1

n_estimators 500 estimators 100

loss absolute

max_depth 7

min_samples_leaf 0.05
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FIGURE 5 – F1-Score obtained with the NN classifier (blue line) and with the RF classifier (red line) for the 
propensity use case over the testing month of October
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indicating an overall performance improvement with 
the NN. During the laboratory phase, when devel-
oping the NNs using Keras in Python, we observed a 
more significant performance gap between the NN 
and RF. However, when implementing the models with 
PySpark, this difference diminished slightly, though 
the NN still demonstrated improved performance. 

In contrast, for the four-day propensity prediction, 
the NN did not surpass the RF classifier, consistent-
ly showing lower F1-Scores throughout the testing 
month. This outcome contradicts our findings from 
the laboratory phase, where the NN outper-
formed the RF across all propensity use cases. 
This discrepancy suggests that the NN developed 
with PySpark may not generalize as effectively 

for the four-day propensity prediction. We must 
recall that we explicitly optimized the architecture 
and hyperparameters shown in Figure 3 for the 
two-day propensity prediction. Then, we applied 
the same configuration to the three-day and four-
day predictions without additional tuning due to 
computational constraints in the laboratory phase.

Balance before the next 
top-up use case
In Figure 6, we compare the Hit Ratio (left) and 
MAE (right) between the GBT regressor (red) and 
our NN regressor (blue), aiming to balance these 
metrics optimally.

FIGURE 6 – Hit Ratio (top plot) and MAE (bottom plot) obtained with the NN regressor (blue line) and the GBT 
regressor (red line) for the prediction of balance before the next top-up over the testing month of October 
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Throughout October, our NN regressor consis-
tently achieved a higher Hit Ratio and signifi-
cantly lower and more stable MAE than the GBT 
regressor, indicating more accurate and reliable 
predictions. Notably, both metrics were better at 
the start of the month but tended to worsen as 
the month progressed. This pattern may be due 
to both models being trained on data from July 
3rd, suggesting they better capture customer 
behavior typical of the month's beginning and 
less adeptly generalize across the entire month. 
Alternatively, this trend could reflect the naturally 
erratic customer behavior often observed towards 
the end of the month.

Comparing these results with those obtained during 
the laboratory phase, we observed a notable 
improvement in the Hit Ratio: previously, it fluctuat-
ed between 42-52% during the test month, but with 
the NN trained with PySpark, it now varies approx-
imately between 56-67%. For MAE, we observed 
slightly higher values. In our laboratory phase, 
MAE remained below €2 euros; in this case, the 
highest MAE reached approximately €2.3. Despite 
this slight discrepancy, we achieved better overall 
performance when training the NN with Keras and 
Elephas for the regression problem. 

Conclusions 
This study explores predictive analytics within the 
telco sector, focusing on predicting top-up propen-
sity and account balances before top-up in prepaid 
mobile services. We compared NNs trained using 
Keras and Elephas with PySpark to traditional ML 
models previously employed by the team, which 
are already in production.

Our research highlights the effectiveness of 
advanced feature selection methods, such as MI 
and SHAP values, in improving NN model perfor-
mance during the laboratory phase while develop-
ing the NNs in Python. However, when transitioning 
to a distributed environment using PySpark, we 
observed variations in model performance that are 
important to note.

For the top-up propensity prediction, the distribut-
ed training environment reduced the performance 
gap for the two-day and three-day propensity 
predictions. Although NNs still outperformed 
traditional models, the improvement was slight-
ly less pronounced. For the four-day propensity 
prediction, NNs could not surpass the RF model's 
performance. This could be attributed to the over-
head and complexities of managing data across 
multiple nodes and the sensitivity of classification 
tasks, particularly with imbalanced datasets, to 
such variations.

In contrast, the balance prediction task improved 
performance with the NN model in the distribut-
ed setup. Regression models, which optimize for 
continuous output, proved more resilient to the 
subtle variations introduced by distributed training.

In terms of execution time, the distributed setting 
demonstrated significant advantages. For the 
top-up propensity prediction use case, training 
took approximately 4 minutes and 40 seconds in 
the local environment and around 4.45 seconds to 
make predictions on the test dataset. In the distrib-
uted environment, we reduced the training time to 
approximately 1 minute and 7 seconds, with predic-
tions taking around 30 seconds. For the balance 
prediction use case, training took approximately 
5 minutes, and the prediction was 1.50 seconds 
in Python. The training and prediction times were 
approximately 56 seconds and 26 seconds in the 
distributed setting, respectively.

Overall, our findings illustrate the potential of 
distributed deep learning to enhance predictive 
analytics within the telco sector. This study only 
evaluated performance over one test month. 
However, to fully assess the reliability and effec-
tiveness of NNs in a distributed environment 
compared to traditional ML models, a more extend-
ed evaluation period, such as one year, would be 
necessary to observe performance consistency 
and adaptability over time.
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Future work 
There are numerous avenues for future enhance-
ments to our models. We applied the same NN 
architecture across the three prediction intervals 
(two, three, and four days) for the top-up propensi-
ty use case. A potential improvement could involve 
fine-tuning the NN architecture separately for 
each prediction period, enhancing performance by 
tailoring each model to its specific timeframe.

Additionally, adjusting the timing of training could 
address observed performance patterns. For 
instance, in the top-up propensity case, we noted 
superior performance at the beginning of the week 
compared to the end. Our choice of reference 
day for training might influence this variation. To 
explore this further, we could experiment with train-
ing models using reference days from the start and 
end of the week to capture a broader spectrum of 

customer behaviors throughout the week. Similarly, 

for the balance prediction use case, which showed 

improved performance at the month's start and 

declined towards the end, setting training refer-

ence days at the beginning, middle, and end of the 

month might enable our models to capture the full 

range of monthly customer behaviors.

Integrating time series analysis into these use cases 

presents another promising direction. Transitioning 

from aggregated features to those that reflect the 

temporal evolution of customer behavior could allow 

using models like LSTM networks, potentially offer-

ing more profound insights into behavioral patterns.

These suggested research areas built upon our 

current findings are crucial for adapting to the 

dynamic nature of customer behavior in the telco 

sector. They have the potential to enhance the 

relevance and effectiveness of predictive models in 

this rapidly evolving industry.

https://github.com/fchollet/keras
https://github.com/fchollet/keras
https://www.anacom-consumidor.pt/-/em-2022-o-numero-de-assinantes-aumentou-3-4-
https://www.anacom-consumidor.pt/-/em-2022-o-numero-de-assinantes-aumentou-3-4-
https://anacom.pt/render.jsp?contentId=1792744


148 InnovAction

References
[1] Y. Zheng et al., “TelcoFlow: Visual exploration of collective behaviors based on telco data,” in 2016 

IEEE International Conference on Big Data (Big Data), Washington, DC, USA, 2016, pp. 843–852, doi: 
10.1109/BigData.2016.7840677.

[2] B. Mesquita, B. Duarte, F. Silva, and P. Georgieva, “Predictive Analytics for Customer Behavior - 
Top Up Propensity and Account Balance Predictions in Prepaid Mobile Services,” in 2024 IEEE 22nd 
Mediterranean Electrotechnical Conference (MELECON), Porto, Portugal, 2024, pp. 1315–1320, doi: 
10.1109/MELECON56669.2024.10608654.

[3] S. Qiu, L. Wu, Y. Yang, and G. Zeng, “Offering the right incentive at the right time: Leveraging customer 
mental accounting to promote prepaid service,” Ann Tour Res, vol. 93, p. 103367, March 2022, doi: 
10.1016/j.annals.2022.103367.

[4] F. Chollet et al., “Keras.” github.com. Accessed: Aug. 10, 2024. [Online]. Available: https://github.com/
fchollet/keras.

[5] ANACOM, “Em 2022 o número de assinantes aumentou 3,4%,” anacom-consumidor.
pt. Accessed: Aug. 10, 2024. [Online]. Available: https://www.anacom-consumidor.pt/-/
em-2022-o-numero-de-assinantes-aumentou-3-4-.

[6] ANACOM, “Serviços móveis - 2.o trimestre de 2024,” anacom.pt. Accessed: Aug. 10, 2024. [Online]. 
Available: https://anacom.pt/render.jsp?contentId=1792744.

[7] P. M. Alves, R. Â. Filipe, and B. Malheiro, “Telco customer top-ups: Stream-based multi-target regres-
sion,” Expert Syst, vol. 40, no. 5, p. e13111, 2023, doi: 10.1111/exsy.13111.

[8] P. M. Alves, R. Â. Filipe, and B. Malheiro, “Towards Top-Up Prediction on Telco Operators,” in Progress 
in Artificial Intelligence, F. S. and L. N. and L. C. H. and R. L. P. Marreiros Goreti and Melo, Ed., Cham: 
Springer International Publishing, 2021, pp. 573–583.

[9] S. Bharadwaj, B. S. Anil, A. Pahargarh, A. Pahargarh, P. S. Gowra, and S. Kumar, “Customer Churn 
Prediction in Mobile Networks using Logistic Regression and Multilayer Perceptron (MLP),” in 2018 
Second International Conference on Green Computing and Internet of Things (ICGCIoT), Bangalore, 
India, 2018, pp. 436–438, doi: 10.1109/ICGCIoT.2018.8752982.

[10] N. Putu Oka H and A. Setyo Arifin, “Telecommunication Service Subscriber Churn Likelihood Prediction 
Analysis Using Diverse Machine Learning Model,” in 2020 3rd International Conference on Mechanical, 
Electronics, Computer, and Industrial Technology (MECnIT), Medan, Indonesia, 2020, pp. 24–29, doi: 
10.1109/MECnIT48290.2020.9166584.

[11] A. Idris and A. Khan, “Customer churn prediction for telecommunication: Employing various various 
features selection techniques and tree based ensemble classifiers,” in 2012 15th International Multitopic 
Conference (INMIC), Islamabad, Pakistan, 2012, pp. 23–27, doi: 10.1109/INMIC.2012.6511498.

[12] A. Dumitrache, A. Nastu, and S. Stancu, “Churn Prediction in Telecommunication Industry: Model 
Interpretability,” Journal of Eastern Europe Research in Business and Economics, vol. 2020, Feb. 2020, 
Art. no. 241442.

https://www.tensorflow.org/api_docs/python/tf/keras/callbacks/Callback
https://www.tensorflow.org/api_docs/python/tf/keras/callbacks/Callback


149From development to deployment: neural network implementation in telco 
using PySpark

[13] A. Raj and D. Vetrithangam, “Prediction of customer churn using resampling and ensemble classifi-
cation algorithms on telecom dataset,” in 2023 11th International Conference on Emerging Trends in 
Engineering & Technology - Signal and Information Processing (ICETET - SIP), Nagpur, India, 2023, pp. 
1–7, doi: 10.1109/ICETET-SIP58143.2023.10151659.

[14] A. Ravikumar and H. Sriraman, “Real-time pneumonia prediction using pipelined spark and high-per-
formance computing,” PeerJ Comput Sci, vol. 9, p. e1258, Mar. 2023, doi: 10.7717/peerj-cs.1258. 

[15] K. Al Jallad, M. Aljnidi, and M. S. Desouki, “Big data analysis and distributed deep learning for 
next-generation intrusion detection system optimization,” J Big Data, vol. 6, no. 1, p. 88, 2019, doi: 
10.1186/s40537-019-0248-6.

[16] V. Plevris, G. Solorzano, N. Bakas, and M. Ben Seghier, “Investigation of performance metrics in 
regression analysis and machine learning-based prediction models,” in 8th European Congress on 
Computational Methods in Applied Sciences and Engineering, CIMNE, Oslo, Norway, 2022, doi: 
10.23967/eccomas.2022.155.

[17] M. Pumperla and D. Cahall, “Elephas: Distributed Deep Learning with Keras &amp; Spark,” J Open 
Source Softw, vol. 7, no. 80, p. 4073, Dec. 2022, doi: 10.21105/joss.04073.

[18] “tf.keras.callbacks.Callback,” tensorflow.org. Accessed: July 8, 2024. [Online]. Available: https://www.
tensorflow.org/api_docs/python/tf/keras/callbacks/Callback.



150 InnovAction

Machine-learning 
aided fire detection 
systems – an 
opportunity for 
early response and 
improved safety

12
DOI: 10.57650/INNOVACTION/2024.12

mailto:ccouto%40ua.pt?subject=InnovAction%20article%3A%20%22Machine-learning%20aided%20fire%20detection%20systems%20%E2%80%93%20an%20opportunity%20for%20early%20response%20and%20improved%20safety%22
mailto:rubensanto%40ua.pt?subject=InnovAction%20article%3A%20%22Machine-learning%20aided%20fire%20detection%20systems%20%E2%80%93%20an%20opportunity%20for%20early%20response%20and%20improved%20safety%22
mailto:caixinha%40ua.pt?subject=InnovAction%20article%3A%20%22Machine-learning%20aided%20fire%20detection%20systems%20%E2%80%93%20an%20opportunity%20for%20early%20response%20and%20improved%20safety%22
mailto:jfa%40ua.pt?subject=InnovAction%20article%3A%20%22Machine-learning%20aided%20fire%20detection%20systems%20%E2%80%93%20an%20opportunity%20for%20early%20response%20and%20improved%20safety%22
mailto:cfausto%40alticelabs.com?subject=InnovAction%20article%3A%20%22Machine-learning%20aided%20fire%20detection%20systems%20%E2%80%93%20an%20opportunity%20for%20early%20response%20and%20improved%20safety%22


151Machine-learning aided fire detection systems – an opportunity for early 
response and improved safety

Authors 

Carlos Couto, RISCO & DECivil, University of Aveiro, ccouto@ua.pt

Rúben Santo, DFis, University of Aveiro, rubensanto@ua.pt

Hélder Caixinha, DigiMedia, DeCA, University of Aveiro, caixinha@ua.pt

Jorge Ferraz de Abreu, DigiMedia, DeCA, University of Aveiro, jfa@ua.pt

Fausto de Carvalho, Altice Labs, cfausto@alticelabs.com

The focus of this work, in the context of the AlticeLabs@UA1 project - SAFER-Fire, was to develop 

a machine learning model capable of detecting a fire in its early stages while being lightweight 

enough to be used in a low-power device, such as a single-board computer. Different algorithms 

were analyzed, and YOLO (You Only Look Once) was elected the best algorithm for accuracy and 

performance. The need for a consistent dataset to train and develop our models is highlighted, 

which required extending a public dataset and enriching it with carefully labeled samples for fires 

in early stages to improve the model's global accuracy. We then describe different iterations in 

terms of the choice of model parameters, as well as the challenge of deploying that model on a 

single-board computer.

This work aims to improve the safety of buildings and communities. It is directly linked to the sus-

tainable development approach in the context of sustainable cities, and communities and innova-

tion and infrastructure.

Keywords
Fire and Smoke detection system; FireView; YOLO; Computer vision; Machine learning; Smart 

home applications



152 InnovAction

Introduction
Fire is one of the most significant accidental 
hazards, responsible for a considerable loss of 
life, service disruptions, and loss of use of build-
ings, with profound economic and social impacts. 
It stands out among all extreme events that may 
affect a building during its lifespan due to its high 
frequency and severe consequences. It has one of 
the highest occurrence rates per 1,000 inhabitants 
and is associated with a notably high fatality rate 
[1]. Figure 1 shows the trend of causalities due to 
fire in the USA, Spain, and Portugal between 2018 
and 2022, according to the data gathered in the 
World Fire Statistics [1] report.

Different passive and active fire protection systems 
can be deployed in a building to reduce these 
impacts. Passive fire protection systems are those 
related to fire resistance and include, for example, 
improved building designs against fire, while active 
fire protection systems are those triggered by fire. 
The latter may include early fire detection systems 
(e.g., alarms), sprinklers, automatic fire doors, etc. 
In the field of early fire detection in residential and 
industrial buildings, existing systems are known to 
originate a large number of false alarms, which 
is particularly detrimental when a fire brigade is 
mobilized, so a trade-off between automation 
and efficiency must be sought to improve the false 
alarm/true event binomial [2]. Recent statistics in 
England show that the ratio of false alarms is, on 
average, above 40%.

In this context, several opportunities exist to devel-
op and incorporate state-of-the-art machine 
learning models to improve fire detection algo-
rithms. In the ongoing SAFER-Fire project, we are 
developing machine-learning models capable of 
detecting fires at an early stage based on innova-
tive algorithms that recognize complex fire-related 
patterns. Our approach merges computer vision 
techniques for pattern detection with state-of-the-
art object detection machine learning models such 
as Ultralytics YOLOv8, aiming to deliver lightweight, 
fast, and accurate models that can run on a single-
board computer, providing continuous 24/7 moni-
toring. This system was named “FireView”.

The core of FireView lies in its use of the YOLO object 
detection model, known for its balance of speed and 
accuracy, specifically, YOLOv8. In the development of 
our model, firstly, we analyzed a public dataset and 
its limitations and found the need to enlarge it with 
more samples. Indeed, to improve the model’s perfor-
mance in early-stage fire detection, we added video 
frames of small-scale ignition events to ensure that 
our system was better suited to provide the desired 
early warnings. We then explored various configura-
tions of YOLOv8 to identify the best trade-off between 
processing speed and accuracy. We included differ-
ent model sizes and evaluated how they performed 
on both standard and expanded datasets.

The scheme of our FireView system is depicted 
in Figure 2, and this article focuses explicitly on 
details regarding the development of the machine 
learning model.

FIGURE 1 – Trend of causalities due to fire (note: data for Portugal only for 2022) (source: [1])
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The intended fire detection system will then be 
capable of issuing different triggers to enable 
immediate action, such as direct authorities’ noti-
fication, suppression systems’ activation (such as 
sprinklers), or it can continually evolve by inte-
grating other Artificial Intelligence (AI) enhanced 
systems to, for example, determine the best fire 
escape routes in large buildings.

Therefore, our approach has the potential to deliver 
a cost-effective solution that can be readily avail-
able in high-importance buildings, linked to other 
active fire protection systems, and contribute to 
increased safety against the extreme event of a fire.

Related work
The primary goal of a fire detection system is to 
detect early fire with fewer false positives [3]. With 
the recent advances in AI and computer vision 
algorithms, many researchers are using these 
methodologies to develop innovative fire detection 
systems. Among these, the convolutional neural 
networks (CNN) present a very appealing solution 
due to their high efficiency, high performance, and 
good recognition rates [4]. Since fire and smoke 
vary in texture, and as a result, the variance of 
the captured images is relevant in terms of color, 
angle, and lighting conditions, researchers have 
been using architectures that take advantage 

FIGURE 2 – FireView approach

of such observation, for example, a dual chan-

nel network CNN [5] or a dark channel to detect 

smoke combined with a CNN [6]. However, these 

approaches increase the model size and complexi-

ty and are more computationally intensive to train 

and deploy. Another example tries to detect flames 

and smoke by movement, using spatiotemporal 

CNN (e.g., [7]) to simultaneously recognize smoke 

and estimate optical flow. Nevertheless, processing 

in real time is intensive and unsuitable for low-cost 

systems. Kim and Lee [8] and Zeng et al. [9] have 

implemented fire and smoke detection systems 

based on Faster Region-based Convolutional 

Neural Networks (R-CNN) also using motion (i.e., 

video sequences) to mimic human fire detection by 

identifying suspected fire regions. However, these 

networks struggle with changes in imaging angles, 

lighting, and scale, leading to higher false detec-

tion rates and significant computational costs, 

limiting real-time effectiveness. There are exam-

ples of more complex architectures that tackle the 

variance related to image and color transforma-

tions, such as Deep Multi-Scale CNNs (DMCNN) 

[10], achieving high accuracy with low false alarm 

rates. However, the additional model's complexity 

makes it unsuitable for deployment on low-end 

machines. The same issue is also observed in 

Recurrent Neural Networks (RNNs) [11], [12], where 

higher accuracy with low false detection rates is 

achieved at the cost of higher network complexity 

and slower detection capacity.
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Reduced complexity CNNs can be applied to fire 
detection, are lightweight, offer fast results, and can 
be deployed on low-end machines. However, their 
shallow feature learning results in lower accuracy 
and higher false alarm rates in real-world scenari-
os. An example of the application of basic CNNs to 
flame and/or smoke is found in [13]. On the other 
hand, Deep CNNs are more complex architectures 
that can be used to identify suspected flame regions 
[14]. These models employ multiple layers to capture 
complex features, improving accuracy and minimiz-
ing false detection rates. As disadvantages, we can 
mention that the increased depth and complexity 
result in heavier networks, longer processing times, 
and limited deployment on low-end devices.

Finally, we observe a needed balance between the 
cost and efficiency of the machine learning algo-
rithm. If the primary goal is to deploy a low-cost 
model to detect fire, it should be simultaneously 
accurate and fast.

Methodology
The main drawback of the earlier discussed 
machine learning models is that the processing 
power required makes them too computationally 
intensive to be implemented in low-cost systems, 
as discussed in the previous section. Answering this 
issue, the YOLO algorithm proposed by Redmon et 
al. [15] presented a breakthrough in object detec-
tion, accomplishing the detection task with a single 
pass of the network (see Figure 3), as opposed 
to previous approaches that either used sliding 
windows followed by a classifier that needed to 
run hundreds or thousands of times per image or 
the more advanced methods that divided the task 
into two-steps, where the first step detects possible 
regions with objects or “regions proposals” and 
the second step run a classifier on the proposals. 
YOLO also uses a more straightforward output 

FIGURE 3 – Object detection based on the Yolo architecture 
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based only on regression to predict the detection 
outputs as opposed to other algorithms that use 
two separate outputs: a classification for the prob-
abilities and a regression for the box coordinates.

In our approach, we made use of Ultralytics 
YOLOv8 to develop and train a machine-learning 
model capable of detecting a fire in its early stages.

YOLOv8 model development
In developing our early fire detection system, we 
started by testing different versions of the YOLOv8 
model—(n)ano, (s)mall, (m)edium, (l)arge, and 
e(x)tra-large—to find the right balance between 
accuracy and real-time performance. The 
YOLOv8 models scale in both parameters and, 
consequently, performance, with YOLOv8-nano 
(3.2M parameters) offering the fastest speed but 
lowest accuracy, YOLOv8-small (11.2M) provid-
ing a balance between speed and accuracy, 
and larger models like YOLOv8-medium (25.9M), 
YOLOv8-large (43.7M), and YOLOv8-extra-large 
(68.2M) delivering higher accuracy at the cost of 
slower processing.

In addition to model size, different image resolu-
tions were tested (by altering the imgsz parameter) 
to assess whether higher-resolution images lead 
to improved detection performance. Besides that, 
training was conducted using both a publicly avail-
able dataset and our expanded dataset, which 
included the additional frames of early-stage fires 
described in the previous section. The combination 
of these enriched datasets aimed to enhance the 
model's generalizability and robustness in detect-
ing early fire stages across diverse scenarios.

Existing fire dataset
To establish a baseline for our fire detection system 
machine learning model, we initially used the 
D-Fire dataset [16], a publicly available resource2  
with a diverse set of images categorized into four 
classes: "Only Fire," "Only Smoke," "Fire and Smoke," 
and "None". As highlighted in Table 1, the dataset 
consists of 1,164 images containing only fire, 5,867 
images with only smoke, 4,658 images featuring 
both fire and smoke, and 9,838 images depicting 
neither fire nor smoke. Some example samples are 
plotted in Figure 4.

TABLE 1 – Classes of the DFire dataset [16] used for training and testing

FIGURE 4 – Examples of images and their classes contained in the original dataset [16]

Class Train Test # of samples

Only fire 944 220 1164

Only smoke 4681 1186 5867

Fire and smoke 3763 895 4658

No fire nor smoke 7833 2005 9838

Total 17221 4306 21527

Only smoke Only fire Fire and smoke
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The dataset includes a total of 14,692 bounding 
boxes for fire instances and 11,865 bounding boxes 
for smoke instances. These bounding boxes were 
essential for training our YOLOv8 model, enabling 
it to learn to detect fire and smoke across various 
scenarios and conditions.

Expanding the dataset 
(D-Fire-plus)
We have identified a significant limitation of the 
D-Fire dataset: it lacks sufficient samples of early-
stage fires, where flames are small, and smoke 
may be minimal or dispersed. This shortcoming is 
critical because early detection accuracy is crucial 
for preventing small fires from escalating into major 
incidents. Therefore, to enhance the model's ability 
to provide early warnings, augmenting the data-
set with additional samples specifically capturing 
these early-stage fires is necessary.

In the context of developing an early fire detection 
system using the YOLO object detection model, 
creating a highly specific and meticulously curat-
ed dataset is crucial. The key objective of such a 
system is to ideally detect fires before conventional 
sensors, such as smoke and temperature detectors, 
can identify the threat. This requires the YOLO 
model to be trained on images that accurately 
represent the initial stages of a fire, focusing on 
small flames that might otherwise be overlooked.

We built a dataset by extracting frames from a 
series of carefully selected YouTube videos to 
achieve this. These videos predominantly feature 
small-scale fires in their ignition stages. Our current 

dataset comprises 5,441 frames sourced from 39 

videos, with 754 frames meticulously labeled. This 

labeling process is crucial as it directly impacts 

the model's ability to learn and generalize from 

the data. Table 2 shows the samples contained 

in the D-Fire-plus dataset, where the increase in 

the number of samples between parenthesis is 

indicated. It should be noted that the test subset 

remains equal to enable comparison between the 

two datasets. 

The video frames were extracted using a 

custom-developed tool designed to provide 

precise control over the extraction process (see 

Figure 5). This tool allows the extraction of frames 

from a video directly into designated folders, 

ensuring that each frame is categorized appro-

priately. Users can define specific intervals of 

the video to be converted into frames, ignoring 

irrelevant sections, and set a step to determine 

the frequency of frame extraction within each 

interval. This feature is handy for capturing higher 

frame density in critical segments, such as those 

depicting early-stage fires. Additionally, the tool 

allows users to specify the class of extracted 

frames to be automatically saved into the correct 

folder. This organization is invaluable for the 

subsequent labeling process, as it streamlines 

the task of drawing bounding boxes by ensuring 

that the data is already sorted by class, making 

clear what each frame represents. This meticu-

lous approach ensures that the dataset is both 

comprehensive and focused, capturing essential 

visual cues without overwhelming the model with 

redundant data.

TABLE 2 – Expanding the original dataset to construct the D-Fire-plus

Class Train Test # of samples

Only fire 1423 (+479) 220 1643

Only smoke 4876 (+195) 1186 6062

Fire and smoke 3843 (+80) 895 4738

No fire nor smoke 7833 2005 9838

Total 17975 (+754) 4306 22281
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FIGURE 5 – Interface of the tool to extract the 
frames of videos

Once the frames of interest were extracted, a rigor-
ous labeling process was undertaken. We used the 
auto-labeling tool provided by Roboflow3 to initially 

label the frames, followed by a manual verifica-
tion and correction process using YoloLabel4. This 
ensures that each frame is accurately annotated, 
which is vital for the YOLO model to learn effective-
ly from the data.

Lastly, we applied data augmentation techniques, 
manipulating the values following a heuris-
tic approach to observe their impact on model 
performance. We slightly adjusted image scales 
and shear angles to help the model learn under 
different conditions and applied perspective shifts 
to simulate different viewpoints. Randomly flipping 
images ensured that the model could recognize fire 
and smoke regardless of orientation. We also used 
mosaic augmentation to create more varied and 
complex training scenarios and mix-up augmen-
tation to challenge the model with overlapping or 
obscured objects. 
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Training

The training was performed on one LCA 

Navigator Cluster GPU computing node5. The 

node has 2x NVIDIA Tesla V100 16 GB, 2x Intel 

Xeon Gold 6148 (20-core) @ 2.40 GHz, and 96 

GB DDR4-2666 R ECC. For the model #9 with 100 

epochs (see Table 3), the training took around 

8 hours. A Linux bash script was prepared to 

launch the training, using a Conda environment 

with the versions of Python 3.10.14, Numpy 1.26.4, 

Pytorch 1.12.1, Torchvision 0.13.1, Ultralytics 8.2.18, 

and Cuda Toolkit 11.3.1.

It should be noted that training was run using 

the NVIDIA CUDA technology to accelerate the 

training of the models. The correct version of the 

packages to be installed in the environment is 
necessary since the NVIDIA drivers were set to 
version 510.47.03.

To determine the optimal training duration for our 
dataset, we conducted experiments using both 
10 and 100 epochs. These trials highlighted that 
the model converges well before reaching 100 
epochs, suggesting that an early stopping strate-
gy could be more efficient. By implementing early 
stopping, we could prevent unnecessary compu-
tational expense, particularly in cases where the 
model achieves its best performance early in the 
training process.

To evaluate the performance of the models, the 
Precision and Recall metrics are given (Table 3) 
by setting a confidence level of 40%. Precision 

TABLE 3 – Results for the models that were considered

# Model Imgsz epochs Dataset Data aug? Precision Recall

1 L 640 10 D-Fire No 0.6289 0.5558

2 M 640 10 D-Fire No 0.6596 0.5852

3 M 1280 10 D-Fire No 0.5889 0.5597

4 M 640 10 D-Fire-plus No 0.6633 0.6027

5 N 640 10 D-Fire No 0.6696 0.5946

6 N 640 100 D-Fire No 0.7746 0.7131

7 N 1280 10 D-Fire No 0.5900 0.5834

8 N 640 10 D-Fire-plus No 0.7499 0.7142

9 N 640 10 D-Fire-plus Yes 0.6684 0.6044

10 N 640 100 D-Fire-plus Yes 0.7761 0.7031

11 N 640 10 D-Fire-plus No 0.6684 0.6044

12 N 640 100 D-Fire-plus No 0.6871 0.6114

13 N 1280 10 D-Fire-plus No 0.5944 0.5753

14 S 640 100 D-Fire No 0.7931 0.7295

15 S 1280 100 D-Fire No 0.7597 0.7338

16 S 640 10 D-Fire-plus No 0.6871 0.6114

17 S 640 10 D-Fire-plus No 0.6871 0.6114

18 X 640 10 D-Fire No 0.6156 0.5732
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quantifies the proportion of true positives among 
all positive predictions, assessing the model's 
capability to avoid false positives. On the other 
hand, Recall calculates the proportion of true 
positives among all actual positives, measuring 
the model's ability to detect all instances of a 
class. These metrics were evaluated considering 
the samples in the testing set, which are the same 
for the DFire and DFirePlus datasets, and higher 
values are better (maximum is 1.0).

For all the models, the values of the Recall are 
inferior to those of Precision. However, values 
above 0.7 are obtained consistently. When 
considering model size, although models S and 
N are smaller in size, they generally perform 
better compared to the larger models L, M, and 
X. This may be related to the fact that models 
with more parameters need bigger datasets to 
obtain better results. When examining the impact 
of image size, it becomes evident that increasing 
the resolution from 640 to 1280 does not consis-
tently result in improved performance. To make 
valid comparisons between the two resolutions, 
additional training epochs are required for the 
models to reach convergence when larger image 
sizes are used. The comparison of model perfor-
mance based on the dataset used for training 
indicates a clear advantage when utilizing 
the expanded dataset. Models trained on the 
D-Fire-plus dataset consistently exhibit superior 
Precision and Recall, suggesting improved detec-
tion capabilities and reduced false positives. 
Notably, the models trained on the expanded 
dataset demonstrate better performance in all 
direct comparisons—where only the dataset is 
varied while other parameters such as image 
size, epochs, and model configuration remain 
unchanged. This highlights the effectiveness 
of the expanded dataset in enhancing model 
accuracy and generalization. In terms of data 
augmentation, it is observed that sometimes it led 
to slight performance gains, though the improve-
ments were inconsistent. This suggests that while 
data augmentation can be beneficial, it should 
be applied with a clear strategy in mind to maxi-
mize its effectiveness and avoid unnecessary 
computational overhead.
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Deployment in a single-
board computer
Finally, to enable widespread adoption of the 
proposed real-time fire detection system, the main 
idea is that it can run on a single-board comput-
er. We chose to target the Raspberry PI 5 (RPi5) 
and benefit from its cost-effective and low-power 
consumption. On the other hand, the RPi5 provides 
an affordable and scalable solution that can 
be exploited in a real scenario. In addition, our 
proposed approach aims to integrate with other 
sensors to measure temperature and/or smoke 
to improve the detection capacity and reduce the 
false positive numbers.

Upon measuring in the RPi5 the performance of the 
models developed in the previous section, it was 
clear that they underperformed. This is because 
these models are not well-suited and not fine-
tuned to run on such low-power devices. It was thus 
necessary to convert our models so that they could 
be optimized and run on these platforms, and our 
choice was to use the NCNN framework developed 
by Tencent6. NCNN is known for its fast processing 
speed on mobile CPUs and was deemed feasible 
to use on the RPi5.

Results
Figure 6 shows the results obtained for different 
models in terms of inference speed and confidence 
(accuracy) using the NCNN format on a Raspberry 
Pi 5. These results were averaged for four tests that 
were initially selected to measure the performance 
of the models for different situations where a fire 
occurred (see Figure 7).

The findings show that the nano and small versions 
of the YOLOv8 model — the only two options capa-
ble of classifying an average of 10 and 15 frames 
per second, respectively — are the most feasible 
options for a real-time application. The fact that 
more complex models do not perform significantly 
better could be attributed to several factors, includ-
ing the dataset size (larger models perform better 
on longer datasets) and the number of epochs 
used to train them, as more parameters require 
more epochs for convergence.

Regarding image resolution, our tests revealed 
that, while increased resolution can enhance the 
model's ability to detect fine details, the improve-
ment in accuracy is often marginal compared to 

FIGURE 6 – Average inference speed and confidence for four tests



161Machine-learning aided fire detection systems – an opportunity for early 
response and improved safety

as selecting the optimal model size and applying 

strategic data augmentation, we balanced accu-

racy and real-time performance.

Moreover, the feasibility of deploying the model 

on a low-power device, such as the RPi5, was 

discussed and validated, highlighting its practical 

use in real-world applications. This combination 

of an enhanced dataset and a fine-tuned model 

offers a promising solution for rapid and reliable 

fire detection, paving the way for safer fire detec-

tion systems.
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FIGURE 7 – Accuracy of the best model (model #10) for the four tests7 

the substantial increase in computational demand. 
Therefore, to achieve faster processing without visi-
bly compromising performance, we concluded that 
choosing a reduced resolution, namely images = 
640, reveals the best option.

For the best-performing model (Model #10), 
Figure 7 shows the bounding boxes and confi-
dence level attained.

Conclusions
This work successfully demonstrated the potential 
of using the YOLOv8 model to develop an effective 
early-response fire detection system. By expand-
ing the dataset to include more early-stage fire 
scenarios, we addressed the limitations of exist-
ing datasets and enhanced the accuracy of the 
model in detecting small fires before they esca-
late. By carefully tuning model parameters, such 
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Generative AI (GenAI) is ushering in a transformative era of artificial intelligence, fundamentally 

redefining how machines engage with human language and adapt to complex tasks. While early 

systems relied on basic automation, today’s AI models have transcended these limitations, utilizing 

data-driven insights to deliver more responsive, human-centered interactions. The breakthrough in 

Natural Language Processing (NLP) has enabled AI not only to understand but also to anticipate 

the needs and preferences of users, laying the groundwork for the advanced architectures that 

now drive the field.

GenAI models leverage powerful Retrieval-Augmented Generation (RAG) frameworks and agent 

architectures to deliver sophisticated, context-rich responses. RAG combines generative capabili-

ties with real-time information retrieval, enabling systems to draw from vast knowledge bases to 

provide accurate, relevant answers. When integrated into agent architectures, these models can 

autonomously handle complex tasks, analyze information, and interact intuitively with users, facil-

itating more natural, meaningful engagement.

As these advancements become integral to daily life, GenAI’s impact on society and business is 

profound. It promises new efficiencies, innovations, and ethical considerations, transforming indus-

tries while fostering deeper human-machine connections. Looking ahead, GenAI paves the way 

toward hyper-personalized experiences and seamless customer journeys, setting the stage for a 

future where intelligent, adaptive systems help us live, work, and connect in unprecedented ways. 

With its rapid evolution, GenAI stands as a catalyst for a brighter, more connected future, unlock-

ing possibilities we are only beginning to imagine.
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From rule-based 
to data-driven: the 
dawn of intelligent 
customer interactions
In the early days of customer interaction manage-
ment, businesses relied heavily on rule-based 
systems [1] designed to automate simple tasks. 
These systems, such as Interactive Voice Response 
(IVR) [2] and basic scripted chatbots, stood for a 
significant technological advancement at the time. 
They allowed for automated responses to common 
customer inquiries, yet they were inherently limited 
by their reliance on rigid, pre-defined inputs. These 
early technologies struggled to accommodate the 
complexities of human language and the varied 
needs of customers, often leading to impersonal 
and frustratingly linear interactions. 

Technically, these rule-based systems were built 
on a foundation of hard-coded decision trees and 
regular expressions (regex) [3] to process input. 
They relied on pattern-matching mechanisms to 
interpret user queries but were constrained by their 
inability to handle unstructured or ambiguous input. 
For example, a user interacting with a regex-based 
system needed to provide a query in an exact 

format, as any deviation in wording would likely 
fail to match the pre-defined patterns. The deci-
sion-making logic behind these systems followed a 
strict if-then-else structure [4], where each possible 
input had a corresponding, fixed response or action.

This reliance on static rules meant these systems could 
only handle predictable scenarios. Complex queries 
or conversations, which required an understanding 
of context, were beyond the scope of what these 
systems could process. Even in cases where busi-
nesses tried to expand functionality, the complexity 
of managing and maintaining extensive branching 
logic in the scripts made the system prone to errors 
and inconsistencies. For instance, even adding a 
single new option required manually updating multi-
ple parts of the system, increasing both maintenance 
costs and the likelihood of system bugs.

Furthermore, interactions with these systems were 
often highly structured, forcing users into a narrow 
set of choices. Customers often had to navigate 
multi-layered menus or input exact phrases to 
achieve their goals. This lack of flexibility in input 
interpretation and the rigid decision trees contrib-
uted to poor user experience, especially as custom-
ers began to expect more natural, conversational 
interfaces. The systems could not retain context 
across multiple turns in a conversation, resulting in 
disjointed and frustrating interactions, especially 
when compared to modern AI capabilities.
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The dawn of Machine Learning (ML) and NLP [5] 
brought a revolutionary shift away from these rigid, 
rule-based systems. Unlike traditional scripted bots, 
ML-driven systems could learn from data, allowing 
them to interpret more diverse inputs, understand 
unstructured text, and make sense of queries that 
would have broken previous systems. For exam-
ple, early Intent Classifiers [6] and Named Entity 
Recognition (NER) [7] models allowed systems to 
grasp the user’s intent and extract key information, 
even when the input was not perfectly structured. 
This new capability laid the groundwork for the 
highly adaptive AI systems we see today, which 
are capable of real-time context retention and 
dynamic conversation management.

By integrating data-driven models instead of static 
rules, these systems were not only more robust but 
could also evolve over time. They learned from previ-
ous interactions and became more accurate and 
efficient, eliminating the need for manually updated 
scripts. This evolution also meant that AI-driven plat-
forms could handle more complex customer jour-
neys, offering flexibility, scalability, and the ability 
to personalize responses, which the rigid rule-based 
systems of the past could never achieve.

The NLP Revolution: 
Understanding and 
Responding to the 
Voice of the Customer
In the preliminary stages of NLP, the predominant 
methods for customer interaction relied heavily 
on supervised learning [8] approaches. Models 
for intent classification were among the first to 
enable automation in customer service tasks. 
These models, which classified user utterances 
into pre-defined categories (intents), were typi-
cally based on Support Vector Machines (SVMs) 
[9] or logistic regression [10], leveraging carefully 
curated datasets of labeled customer inputs. These 
early classifiers used hand-crafted features such 

as word frequencies and other linguistic properties 
to map customer input to specific intents like "bill-
ing inquiry" or "technical support." While functional, 
these models were constrained by their reliance 
on extensive feature engineering, making them 
labor-intensive and limited in scalability.

Alongside intent classification, NER systems 
emerged to extract key information from customer 
queries, identifying entities such as names, loca-
tions, dates, and product terms. Early NER models 
relied on algorithms like Conditional Random Fields 
(CRFs), which performed well for structured data 
extraction but required significant manual feature 
engineering and could struggle with complex, 
unstructured inputs. The advent of neural networks 
[11] marked a significant leap in this area. With 
their ability to capture sequential dependencies 
in text,  Long Short-Term Memory (LSTM) [12] and 
Bi-LSTM [13] models improved the performance of 
both intent classification and NER tasks, allowing 
systems to understand context across a sentence 
or even multiple sentences. For example, Bi-LSTMs 
were particularly effective in NER as they could 
consider both the past and future words in a 
sequence to recognize entities more accurately.

However, early neural approaches, including 
those based on tokenization and lemmatization 
(reducing words to their base or root form), still 
faced challenges in understanding word relation-
ships. These approaches, though improving model 
performance, did not fully address the need for 
richer contextual representations of language.

The next significant advancement came with the 
development of word embeddings [14] — a method 
for representing words in continuous vector space, 
which transformed NLP capabilities. Techniques like 
Word2Vec [15] and GloVe [16] captured the semantic 
relationships between words by mapping words with 
similar meanings to nearby points in vector space. 
This allowed systems to understand not only individ-
ual words but also their relationships in a much more 
meaningful way. For instance, Word2Vec's famous 
example of encoding relationships like "king - man + 
woman = queen" illustrated how these embeddings 
could capture subtle semantic and syntactic infor-
mation that earlier bag-of-words models could not.
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These embeddings significantly improved tasks 
like intent classification, where the AI could now 
recognize related words or phrases even if they 
were not explicitly included in the training data. 
Word embeddings also enhanced closed-dialogue 
systems commonly used in enterprise applications, 
where precise interpretation of technical language 
was crucial. For instance, an AI system equipped 
with word embeddings could more effectively 
understand technical jargon during a trouble-
shooting interaction, leading to faster and more 
accurate resolutions.

Despite these advancements, word embeddings 
like Word2Vec were still limited in their ability to 
fully understand context across longer texts. They 
represented each word independently, without 
accounting for the multiple meanings that a word 
could take depending on context. To address this, 
newer models like FastText [17] and StarSpace [18] 
expanded on word embeddings by incorporating 
sub-word information, helping the system deal 
with rare or out-of-vocabulary words. However, 
it was not until the development of transformer 
architectures that NLP truly revolutionized.

In spite of the improvements in word embeddings, 
models like Word2Vec and GloVe were still limited 
to word-level understanding, which could miss the 
broader context of entire sentences or phrases. This 
limitation led to the development of sentence-level 
embeddings, particularly with the introduction of 
the Universal Sentence Encoder (USE) [19].

USE was designed to generate embeddings for 
entire sentences, providing a richer, more nuanced 
understanding of language. Rather than relying 
on individual word relationships, USE creates a 
fixed-length vector representation for a sentence, 
capturing its overall meaning. This proved espe-
cially valuable for tasks like semantic similarity 
and paraphrase detection, where understanding 
the broader context of a message is more import-
ant than just the individual words. USE was built 
on either Deep Averaging Networks (DANs) [20] 
or transformer architectures [21] and trained on a 
wide variety of data, making it more flexible for 
different tasks than traditional word embeddings.

While USE marked a significant advancement by 
moving beyond word-level understanding, it was 
still limited in capturing contextual dependencies 
across long text sequences. For example, USE could 
understand a single sentence well but could not 
fully grasp how that sentence fitted into a larger 
conversation or multi-turn dialogue. This chal-
lenge paved the way for the development of even 
more sophisticated models, such as Bidirectional 
Encoder Representations from Transformers (BERT) 
[22], which would address the need for deeper 
contextual understanding — setting the stage for 
the next chapter in NLP’s evolution.

The rise of GenAI: 
unlocking the 
power of contextual 
understanding and 
generation
The introduction of BERT in 2018 transformed NLP 
using a bidirectional approach to context. This 
innovation allowed BERT to capture both preced-
ing and following word sequences in a sentence, 
enabling more nuanced language understanding. 
While BERT excelled in tasks such as text classifica-
tion, question answering, and named entity recog-
nition, it was primarily focused on understanding 
and encoding text rather than generating it.

Building on the Transformer Architecture that 
underpinned BERT, OpenAI introduced the GPT 
(Generative Pre-trained Transformer) models. 
While BERT was a significant advancement in 
language understanding, GPT [23] represented the 
leap toward language generation, a crucial step 
in creating GenAI systems. Unlike BERT’s bidirec-
tional nature, GPT utilized a unidirectional archi-
tecture, which means it processed text sequentially 
from left to right. However, GPT’s transformative 
capability to generate human-like text on demand 
was directly inspired by the core principles of the 
transformer architecture established by BERT.
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One of the critical advancements in GPT tech-
nology was integrating Reinforcement Learning 
from Human Feedback (RLHF) [24]. This tech-
nique allows the model to be fine-tuned through 
human interaction, improving its ability to gener-
ate responses that align with human preferences. 
RLHF was crucial in making GPT’s outputs more 
coherent, contextually appropriate, and reflective 
of real-world use cases, distinguishing it from tradi-
tional AI models that were purely rule-based or 
limited to supervised learning.

While BERT emerged in 2018, Large Language 
Models (LLMs) like GPT-3 only became widely 
available to the public in 2020, marking a significant 
milestone in the deployment of GenAI. It was GPT-3, 
released by OpenAI, that captured public attention 
with its remarkable ability to generate human-like 
text across a wide range of tasks, from content 
creation to code generation. The availability of such 
LLMs to developers and businesses for practical 
applications ushered in the broader adoption of 
GenAI technology. By 2022, LLMs [25] were further 
refined and integrated into mainstream products, 
allowing companies across various industries to 

deploy these models at scale for customer interac-
tions, content generation, and other applications.

Generative AI, powered by GPT-style models, 
unlocked new possibilities for real-time, dynamic 
customer experiences. Unlike earlier AI systems 
that relied on predefined scripts or rigid decision 
trees, GPT-3 and similar models can understand 
and generate content in response to complex 
customer queries, providing real-time solutions 
that feel more natural and personalized. This 
transformation was accelerated by the rise of 
RAG [26] architectures, which added a layer of 
fact-checking and domain-specific knowledge 
retrieval, ensuring that the generative responses 
remain accurate and contextually relevant. RAG 
architectures play a vital role as they combine 
generative capabilities with the precision of 
information retrieval, grounding the generative 
process in concrete, domain-specific knowledge. 
By retrieving relevant information from a knowl-
edge base or a curated set of documents, RAG 
ensures that the generated content is not only 
coherent and engaging but also factually correct 
and aligned with the customer's specific context. 
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This is especially important in telecommunications, 
where customer interactions often involve complex 
technical details, service plans, and account-specific 
information. RAG empowers AI systems to access and 
use this information in real time, providing customers 
with accurate and personalized responses to their 
queries. The continuous evolution of its architectures 
is steadily improving the precision and reliability of 
GenAI-powered systems, making them increasingly 
invaluable for enhancing customer experience.

In this paradigm, RAG and LLMs coalesce to create 
AI systems that are not only more intelligent but 
also more adaptable to real-world, personalized 
customer interactions. For businesses like Altice 
Labs with platforms such as BOTSchool, this tran-
sition to GenAI has opened doors to sophisticated, 
context-aware customer engagement systems that 
respond to individual users' unique needs and 
preferences, ultimately driving higher satisfaction 
and operational efficiency of its clients.

Agent architectures: 
automating 
complexity and 
empowering human 
connection
Autonomous Agents [27], fueled by the advance-
ments in GenAI and RAG, are revolutionizing 
customer service. These intelligent Agents are 
not simply replacing Human Agents; they are 
augmenting their capabilities, automating complex 
workflows, handling massive datasets, and inter-
acting seamlessly with humans. This allows Human 
Agents to focus on higher-value interactions that 
require empathy, creativity, and strategic think-
ing, ultimately fostering more profound customer 
connections. Ultimately, this shift is about enhanc-
ing human connection, not ending it.

One of the critical advantages of autonomous Agents 
is their ability to handle the scale and complexity 
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of modern customer service operations. They can 
process vast amounts of data, access multiple 
systems of record simultaneously, and personalize 
interactions based on individual customer profiles 
and history. In the telecommunications sector, for 
instance, these agents can diagnose technical 
issues, troubleshoot service disruptions, and even 
proactively identify and address potential problems 
before they affect the customer [28]. This proactive 
approach improves efficiency, reduces resolution 
times, and enhances the customer experience by 
providing personalized and timely support.

Furthermore, Agent architectures are continuously 
evolving to incorporate more sophisticated deci-
sion-making capabilities. By integrating with busi-
ness logic and workflow management systems, 
these agents can automate end-to-end processes, 
such as onboarding new customers, processing 
service upgrades, and handling billing inquiries. 
This automation reduces operational costs and 
ensures consistency and compliance with internal 
policies and regulations. For example, an autono-
mous agent can automatically verify a customer’s 
identity, check their eligibility for a service upgrade, 
and process the request without human intervention, 
ensuring a seamless and efficient experience. Altice 
Labs, with its BOTSchool [29] platform, enables busi-
nesses to build these sophisticated agent architec-
tures. However, the development and deployment 
of autonomous agents require careful consideration 
of ethical implications and the importance of human 
oversight. Building customer trust is paramount, and 
businesses must ensure that these agents operate 
transparently and ethically, respecting customer 
privacy and data security.

The implications on 
society and business
The rise of GenAI is not just transforming individual 
industries — it is reshaping the fabric of society and 
business globally. With the ability to process vast 
amounts of data, generate human-like respons-
es, and automate decision-making, GenAI can 

revolutionize how organizations work, dramatically 
improving efficiency and customer experiences 
while also challenging long-standing norms in the 
workforce and decision-making processes. 

One of the most immediate societal impacts is its abil-
ity to augment human capabilities. In industries like 
healthcare, finance, telecommunications, and cus-
tomer service, GenAI systems are increasingly being 
used to handle tasks that previously required human 
intervention. This shift is improving operational effi-
ciency while enabling organizations to deliver more 
personalized, rapid, and accurate customer services.

Beyond operational improvements, GenAI is 
reshaping decision-making in ways that funda-
mentally change humans' role in business process-
es. In sectors such as finance and healthcare, AI 
systems can now analyze vast datasets to provide 
insights that would take humans days or weeks 
to uncover. This data-driven approach augments 
human decision-making, allowing faster, more 
informed choices leading to better outcomes. In 
business operations, AI can refine everything from 
supply chains to customer engagement strategies, 
identifying patterns and trends that would be 
invisible to human analysts.

However, the broader adoption of these technol-
ogies raises essential questions about the future 
of work and the role of humans in increasingly 
automated industries. While it can take over many 
routine, mundane tasks, this evolution demands 
that businesses rethink their workforce strategies. 
Employees will need to shift their focus toward roles 
that require more advanced skills, such as manag-
ing AI systems, making strategic decisions, and 
ensuring that AI runs within ethical and compliance 
boundaries. This shift presents challenges and 
opportunities, as businesses must invest in upskill-
ing their workforce while leveraging its efficiencies.

Regarding societal impact, the integration of 
GenAI into business operations also influences 
how people interact with technology. The rise of 
AI-powered customer service agents, for example, 
is reshaping the nature of customer support, with 
intelligent systems, rather than humans, increas-
ingly handling conversations. This shift is creating 
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a more immediate and responsive customer expe-
rience, as AI systems can deliver correct answers 
and perform actions in real time. However, it also 
raises concerns about the depersonalization of 
customer interactions and the potential reduction 
of human employment in specific sectors.

Despite these concerns, the adoption is accelerating 
across industries, driven by the need for increased 
efficiency, cost reduction, and enhanced customer 
experiences. Companies today rapidly integrate these 
technologies with customer information systems to 
streamline operations and improve service delivery. 

In conclusion, the implications of GenAI on soci-
ety and business are vast and far-reaching. By 
improving operational efficiency, enhancing deci-
sion-making, and reshaping customer interactions, 
GenAI is driving a new era of automation and 
innovation. As companies continue to integrate 
these technologies with their customer information 
systems, the future of business will likely involve a 
greater reliance on AI to augment human capabili-
ties and transform how organizations deliver value 
to their customers. However, this also needs care-
ful consideration of the broader societal impacts, 
ensuring that the evolution of AI aligns with ethical 
practices and human-centered values.

The future: a vision of 
hyper-personalization 
and seamless 
customer journeys
The future is promising, offering a world of 
hyper-personalized experiences and seamless 
customer journeys. As technologies like RAG archi-
tectures, in-context learning, and Agent-based 
systems continue to advance, AI will become even 
more deeply integrated into the fabric of our lives, 
predicting our needs and proactively providing 
solutions before problems arise. Imagine a future 
where your digital assistant understands your 
preferences and predicts your needs, seamlessly 

managing your tasks and refining your experienc-
es across various touchpoints.

One of the most exciting prospects is the devel-
opment of fully autonomous AI systems that act 
as trusted advisors. These systems will go beyond 
simple question-and-answer interactions, offering 
proactive guidance, anticipating potential road-
blocks, and delivering tailored solutions in real time. 
This level of personalized and proactive service will 
redefine customer expectations and create entirely 
new possibilities for customer engagement.

Another promising trend is the increasing personal-
ization of customer interactions. GenAI will enable 
businesses to tailor every touchpoint to the individ-
ual customer, delivering customized content, offers, 
and support based on unique preferences, past 
behavior, and real-time context. Unlike traditional 
recommendation systems, which rely primarily on 
historical data and often lack real-time adaptabili-
ty, GenAI brings a deeper contextual understanding, 
interpreting live behavioral cues, external factors, 
and personal preferences to deliver precisely timed, 
relevant recommendations. Imagine receiving not 
only product suggestions aligned with your interests 
but also dynamically generated content that speaks 
directly to your needs. Thanks to its advanced 
pattern recognition and anticipation capabilities, 
GenAI can proactively predict and address require-
ments before customers realize they have them. By 
continuously learning from interactions and adapt-
ing on the fly, GenAI does not merely recommend — 
it engages in a natural, conversational way, refining 
suggestions through real-time feedback to ensure 
they remain accurate and satisfying. This granular 
level of personalization will enhance customer satis-
faction and foster more robust, meaningful relation-
ships between businesses and their customers.

However, realizing this vision requires careful consid-
eration of the ethical implications. As AI systems 
become more autonomous and integrated into our 
lives, ensuring they operate transparently and ethi-
cally, respecting customer privacy and data secu-
rity, is paramount. Building and keeping customer 
trust will be crucial, and businesses must prioritize 
responsible AI practices to ensure these powerful 
technologies are used for society's benefit.



173How LLMs are reshaping customer experience: a vision of enhanced 
interactions and a brighter future

Conclusion: GenAI 
– a catalyst for a 
brighter future
The integration of GenAI into customer informa-
tion systems signifies more than just a technolog-
ical advancement; it stands for a profound shift in 
how businesses work and societies interact. This is 
not merely an evolution but a revolution, reshap-
ing customer experience, driving innovation across 
industries, and unlocking new opportunities for 
human connection. GenAI is not simply augment-
ing human capabilities; it is acting as a catalyst 
for a brighter future where technology empow-
ers us to connect, communicate, and collaborate 
more meaningfully.

The journey from rigid, rule-based systems to 
the dynamic, context-sensitive AI we have today 
has been remarkable. We have witnessed how 
advancements in NLP, the rise of GenAI, and the 
development of autonomous Agents have trans-
formed customer interactions, leading to more 

personalized, efficient, and seamless experienc-

es. The telecommunications sector, as explored 

throughout this article, serves as a prime example 

of how GenAI is revolutionizing customer service, 

automating complex processes, and delivering 

hyper-personalized support. Companies like Altice 

Labs, with its BOTSchool platform, and its clients 

like MEO are at the forefront of this transformation.

However, the true potential of GenAI extends 

beyond its technological capabilities. Its power 

lies in its ability to empower human connection. By 

automating routine tasks and freeing up human 

workers to focus on higher-value activities, GenAI 

allows us to dedicate our time and energy to what 

truly matters: building relationships, fostering 

creativity, and solving complex problems togeth-

er. As we move forward, embracing responsible 

AI practices is crucial. We must ensure that these 

powerful technologies are used ethically and 

transparently, focusing on enhancing human 

potential and promoting a positive societal impact. 

The future is bright, and by working together, we 

can harness its transformative power to create a 

better future for all.

https://arxiv.org/pdf/cs/0703072
https://people.idsia.ch/~juergen/lstm2003tutorial.pdf
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Introduction
Throughout the centuries, energy has played a 
fundamental role in the development of societies, 
being essential for the advancement of various 
economic sectors. Electricity plays an important 
role in creating a more sustainable planet, facilitat-
ing the shift towards cleaner energy and improving 
energy efficiency. It serves as an effective energy 
source that can be produced from renewable 
sources, like solar and wind power, to reduce 
greenhouse gas emissions and decrease reliance 
on fossil fuels [1]. This transition is vital to address 
climate change and reduce our impact on the envi-
ronment [2]. Moreover, electricity plays a role in 
driving progress in technology and infrastructure, 
enabling the emergence of smart grids, electric 
vehicles, and energy-efficient appliances [3]. These 
advancements not only help in lowering energy 
usage, but also contribute to economic prosperity 
and enhance overall well-being. 

The electricity demand has been rising consistent-
ly over the years due to various interconnected 
reasons. Urbanization and industrial growth in 
developed nations have contributed to increased 
energy usage, as more individuals get electrici-
ty access and industries grow. Additionally, the 
widespread use of technologies and the human 
increasing dependence on electronic devices, like 
smartphones and data centers, are also driving 
up the demand for electricity. Furthermore, the 
move towards using electricity in transportation 
and heating systems opens new opportunities for 
decreasing carbon emissions, while also leading to 
higher electricity consumption [2]. 

Consumer behavior is a key factor in how electricity is 
used and in promoting the shift to more sustainable 
energy practices [4]. By embracing energy-efficient 
habits and technologies, consumers can reduce 
power usage and inherent costs, while also lessen-
ing the need for extensive energy production efforts 
in the long run. As a result, the electricity market is 
changing rapidly, reshaping how consumers make 
decisions by offering tools to promote energy-effi-
cient usage, such as Dynamic pricing.
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Dynamic energy pricing will help consumers make 
decisions regarding their energy consumption in 
accordance with hourly wholesale market prices. 
On the other hand, this feature helps to regulate 
and balance the electrical system, which is becom-
ing increasingly difficult to manage. Also, the use 
of more and more renewable sources, which can 
be quite unpredictable as they directly depend 
on weather conditions, sets a challenge in the 
management of the electrical system. This incon-
sistency poses difficulties in sustaining a reliable 
energy provision and requires the use of advanced 
strategies for regulating the equilibrium between 
energy supply and demand. To manage these 
changes effectively and stabilize the situation, 
energy storage solutions like batteries also play an 
important role. A consumer or producer with batter-
ies can store surplus energy created during peak 
renewable energy production and release it during 
times of supply or high demand. Although batteries 
offer benefits, their widespread adoption is stalled 
by challenges such as high costs, restricted storage 
capabilities, and a gradual decline in performance 
over time. The challenges involved in incorporating 
batteries into the power grid reinforce the impor-
tance of advancements in energy storage technolo-
gy to maintain a dependable electricity supply. 

This article explores strategies, software tools, and 
technologies for electricity management and efficien-
cy without neglecting the analysis of the impacts on 
the grid, electricity production, and overall electrical 
system. With the correct strategy and by facilitating 
the work of the electrical system logistics operator, 
consumers themselves will help stabilize and lower 
electricity production management prices.

Supporting strategies 
for dynamic electricity 
management
This section presents concepts that help to improve 
the effectiveness of managing electricity, as our 
world becomes more reliant on it while facing the 

challenge of effectively balancing energy needs 
and supply. In other words, electricity management 
is an essential element, not only for the consumer, 
who will get advantages in electricity price, but 
also for the grid operator, which has the respon-
sibility of maintaining the system balanced. By 
using smart tactics to manage energy consumption 
dynamically, electricity usage efficiency can be 
enhanced, expenses decreased, and our impact on 
the environment reduced. The subjects covered in 
this chapter will delve into ways to boost energy 
efficiency, encourage sustainability efforts, and 
strengthen the stability of the grid for a more resil-
ient system [5]. 

Electricity price is crucial to stimulate electricity 
management, not only for consumers, but also for 
system operators, producers, and utility compa-
nies. This means that electricity price is probably 
the most important aspect that affects the way 
consumers use electricity. Considering that elec-
tricity prices are variable throughout the day, if 
consumers are aware of those variations and if 
they have the right tools, they will make smart 
decisions and reduce their expenses. By making 
these decisions, consumers will impact the electrici-
ty system (e.g., grid, production) as their consump-
tion habits change, and the system continues to 
need balance. However, these changes are not the 
only aspect that impacts the system. In fact, sever-
al other factors contribute to increasing complexity 
in electricity management, such as the weather 
conditions, the renewal sources’ unpredictability, 
and the higher demand for electric vehicles.

As explained above, electricity price is a major 
factor in influencing consumption. In that sense, 
there are already systems that adapt tariff prices 
based on supply and demand throughout the day, 
a concept that is known as “Dynamic Pricing”. This 
approach offers benefits, such as improving energy 
efficiency and promoting the use of green energy 
sources. In Portugal, the adoption of this strategy 
is revolutionizing how people control their energy 
usage, thanks to dedicated technology and 
specialized software tools.

Dynamic pricing encompasses strategies like 
Time of Use (TOU) pricing, Real-Time pricing, and 



180 InnovAction

Critical Peak pricing. Each model presents incen-
tives and challenges for both consumers and utility 
companies. For instance, TOU pricing encourages 
consumers to use electricity during off-peak hours, 
while Real-Time pricing adjusts prices based on 
market conditions. TOU pricing segments the day 
into periods with different rates for each period 
– including peak, mid-peak, and off-peak times. 
On the other hand, Real-Time pricing reflects the 
wholesale cost of electricity at any given moment, 
leading to fluctuations throughout the day. Finally, 
Critical Peak pricing involves high rates during 
times of demand, often accompanied by alerts to 
encourage reduced consumption.

Some examples of tactics to optimize energy usage 
are described below:

1. Energy Management Systems (EMS): these 
systems enable consumers to continuously 
monitor and regulate their energy usage in real 
time. They use dynamically managed data to 
optimize energy consumption based on pricing. 
EMS platforms also offer insights into energy 
consumption, allowing users to make quick 
adjustments. These solutions are essential for 
adapting consumption to pricing models and 
for optimizing energy costs. Advanced features 
of EMS platforms include analytics that forecast 
energy usage and expenses based on histori-
cal data. These systems can anticipate future 
energy demands by analyzing historical data 
and planned activities, thereby optimizing, in 
real time, energy usage accordingly. Machine 
learning algorithms can also be used to improve 
the accuracy of these forecasts by recognizing 
patterns and trends in energy usage [6];

2. Bidirectional Charging Platforms: as explained 
above, the use of batteries to store electricity 
is stalled by challenges such as high costs, 
among other difficulties. Vehicle to Grid (V2G) 
technologies enable vehicles not only to 
charge, but also to supply energy back to the 
grid, which means that vehicle batteries may 
be used to store energy for other purposes 
than the vehicle itself. These platforms manage 
the flow of energy, assisting in balancing grid 
loads and providing support during demand 

periods. When necessary, the vehicle can 

give back energy to the grid, helping to lower 

demand and stabilize the grid. The integration 

process involves both hardware, like chargers, 

and software, such as energy management 

systems. This technique also benefits the 

consumer by lowering expenses. Research 

indicates that V2G can cut electricity expens-

es by leveraging off-peak rates and offering 

grid services during high-demand periods. 

Consumers can also earn money by joining 

demand response programs;

3. Smart Energy Communities: to complement 

individual energy production, such as solar 

panels, this strategy aims to unite multiple indi-

vidual energy producers and consumers within 

close proximity to households (neighborhood). 

Energy communities are a form of aggregated 

self-consumption, allowing neighborhoods to 

share energy locally before drawing from the 

public grid. Also known as collective self-con-

sumption, these communities enable greater 

investment in renewable energy and improve 

access to renewable sources. By integrating 

Internet of Things (IoT) systems, they facili-

tate the sharing and management of energy 

resources among members. IoT devices, such 

as meters and sensors, provide real-time data 

and control for more efficient energy manage-

ment, quickly identifying system issues to 

enhance reliability [7].

Software tools and 
technology for 
energy optimization
This section explores methods and tools that turn 

these strategies into solutions for consumers and 

network operators. With tools and creativity, there 

are solutions that enable the control of energy 

needs, reduce costs, and have more sustainable 

and intelligent energy consumption.
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1. Energy Consumption Simulation Software: 
these software tools enable the modeling and 
simulation of energy consumption scenarios, 
assisting consumers and energy managers in 
forecasting and optimizing energy usage based 
on fluctuating tariffs and prices. Algorithms, 
like Monte Carlo simulations and agent-based 
modeling, are commonly employed. These 
programs consider factors such as weather 
patterns, past usage data, and planned activi-
ties for accurate forecasts. Real-world instanc-
es of these tools showcase how simulation soft-
ware has been effectively utilized to enhance 
energy efficiency. For instance, a case study 
demonstrates how a manufacturing facility 
leveraged simulation software to significantly 
reduce its energy expenses, optimizing through 
detailed analysis and forecasting tools [8]. The 
detailed analysis covers the actions taken, the 
obstacles faced, and the ultimate results.

2. Electric Vehicle (EV) Charging Management 
Systems: dedicated software solutions are 
available for managing electric vehicle charging 
stations. These systems optimize charging, 
but also discharging schedules to capitalize 
on tariffs. An examination of charging strate-
gies and their financial implications is crucial. 
Strategies like scheduled charging demand 
response and V2G integration can significantly 
influence costs and grid stability. Scheduled 
charging involves setting times for charging 
based on tariff schedules, while demand 
response adjusts charging times according to 
real-time grid conditions. The discussion also 
explores the infrastructure requirements for 
adopting EV charging management systems. 
This encompasses communication networks, 
standardized protocols, optimal placement of 
charging stations, local grid capacity consider-
ations, as well as integration with renewable 
energy sources. Several sites in Portugal are 
currently running trial initiatives to test out 
the combination of V2G technologies with 
management. These initiatives showcase how 
electric vehicles can serve as mobile energy 
storage units, feeding energy back into the grid 
during high-demand periods.

https://www.omie.es/
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3. Peer-to-Peer Energy Trading Apps: these 
apps empower users to trade energy between 
themselves, considering private producers and 
communities. They use contracts between 
consumers to ensure efficient transactions, 
adjusting to price fluctuations in dynamic 
management. These smart contracts can 
execute transactions automatically when 
specific conditions are met, reducing the reli-
ance on intermediaries. For instance, a smart 
contract could autonomously sell surplus 
energy from one user to another, under certain 
conditions. An easy-to-use interface is vital for 
the acceptance of these platforms, and some 
features may include real-time pricing updates, 
transaction history, and usage insights [7].

Implementation 
examples
Let us take the example of a Consumer who has a 
contract with their energy operator at a fixed rate. 
This is the reality of the majority of the popula-
tion, especially the domestic one. On average, in 
Portugal, a domestic fixed electricity contract costs 
€90/MWh (€0.09/kWh) in the regulated market, 
excluding network access fees and taxes. This 
Consumer has an annual electricity consumption 
of around 4.000 kWh per year, which is the aver-
age consumption of a household. Having a fixed 
tariff, this Consumer will spend around €360 per 
year on electricity, excluding fees and taxes.

Suppose that this Consumer chooses a dynamic 
tariff plan, meaning that electricity’s price will vary 
throughout the day.

The graphic below represents the Iberian whole-
sale market (OMIE - https://www.omie.es/) on a 
day when there are enough renewable sources to 
cover needs during solar hours (lower price during 
solar hours).

By analyzing electricity price variation during the 
day, it can be observed that there is a significant 

range in wholesale price. At the cheapest period, 
electricity costs €20.50/MWh, and at the most 
expensive period, it costs €157.66/MWh (Figure 1).

FIGURE 1 – OMIE market data for 09/23/2024

Allow us to assume that the operator supply-
ing electricity to this Consumer (or the Consumer 
itself) is concerned about its energy efficiency and 
suggests switching to the dynamic tariff, by provid-
ing a forecasting software for the consumer. Only 
with this consumption forecasting software, and by 
understanding the market, the consumer will strive 
to place their energy needs at the cheapest period 
of the day, which in this case would be between 12 
pm and 6 pm. If they are successful, they will be 
able to consume a large part of their energy needs 
at around €25/MWh.

In case a fixed tariff is used, the Consumer would 
have to pay:

• Fixed tariff for 100% of consumption: €0.09/
kWh × 20 kWh = €1.8/day

If the consumption is around 20 kWh per day, in 
winter, and 80% of usage is during the cheap-
est period, then by using a Dynamic tariff, the 
Consumer would have to pay:

• 80% of consumption at low price: €0.025/kWh 
× 20 kWh × 80% = €0.4/day
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• 20% of consumption at high price: €0.157/kWh 

× 20 kWh × 20% = €0.628/day 

Using this combination, the Consumer will spend 

€1.028/day, instead of €1.8/day in a fixed tariff.

In conclusion, only by switching to a dynamic tariff, 

with a prediction tool and with “manual” work to 

guide the consumption to the cheapest hours, an 

incredible saving in relation to the tariff fixed is 

achieved. By making an investment in sensors and 

actuators (IoT devices) to improve and automate 

the efficiency of their home, the savings can even 

be higher.

Taking into consideration that the number of elec-

tric vehicles is increasing, the above example may 

even achieve higher savings, if a V2G technolo-

gy is used. Statistically, a car is parked for more 

than 80% of its useful life. Realizing this, a V2G 

approach may increase energy efficiency by only 

charging the vehicle at the cheapest periods of the 

day, assuring mobility for day-to-day life, with at 

least 20% of the car's battery reserved to power 

a household at the most expensive periods of the 

day. With this approach, the car battery will be 
used as a power source during peak hours.

With this solution, it is possible to use energy from 
the grid most of the time at the cheapest price of 
the day. In that optimal scenario:

• €0.025/kWh × 20 kWh × 100% = €0.5/day

The Consumer will save €1.3 per day (€1.8-€0.5).

After all these changes, this Consumer realizes 
that the weight of taxes in the monthly bill is very 
high, as the price of electricity is already opti-
mized. These taxes are due to pay the grid and 
the management of the energy system. However, a 
new strategy may be implemented to reduce even 
more the costs. An investment in solar panels and 
joining a Smart Energy Community are the next 
possible steps.

By adding solar panels (Figure 2) to the household, 
this Consumer will not pay taxes when using energy 
from the panels and can optimize even more by 
charging the vehicle as much as possible during 
solar hours at no cost.

FIGURE 2 – Illustration of a house that shares electricity via p2p
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With an investment in solar panels, simulation 
software, forecasting, and charging and discharg-
ing control software for the electric vehicle, the 
consumer is almost self-sufficient (off-grid). 
Unfortunately, daily routine sometimes does not 
allow for the vehicle to be fully charged thanks to 
the solar panels, and not all the solar production 
is enough for all the equipment at home, forcing 
the consumption from the grid. Even if electricity is 
at its cheapest period, the network access charges 
(taxes) make the price quite expensive.

That said, joining or creating a Smart Energy 
Community (Figure 3 and 4) is a possible strategy 
to follow. By that, all neighbors joining the commu-
nity may benefit from each other at a low cost 
and, by European legislation, without paying taxes 
because each neighbor may consume surplus 
energy from others (decentralization of produc-
tion). Energy exchanges are established on a peer-
to-peer platform that takes care of negotiations 
between neighbors and takes care of payments 
and charges for shared energy.

FIGURE 4 – Example of how electricity can be shared

FIGURE 3 – Simulation of an energy sharing situation
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Future disruptive 
evolutions
The tools and techniques showcased above facil-
itate notable changes in the energy industry by 
decentralizing power generation and enhancing 
the efficiency and affordability of energy consump-
tion, while also supporting the shift towards clean-
er energy sources. 

These significant changes play a role in establish-
ing a more robust and eco-friendly energy system 
that can effectively tackle the issues arising from the 
fluctuations in renewable energy sources and the 
increased need for clean power supply solutions. 
By distributing energy production across locations, 
instead of relying solely on big power stations, 

self-sufficiency within neighborhood settings is 

enhanced. Furthermore, optimizing how efficiently 

energy is used results in decreased expenses for 

individuals and diminished environmental harm. 

The importance of advancements like employing 

Artificial Intelligence (AI) for predicting consump-

tion patterns and utilizing smart contracts through 

blockchain technology is essential (Figure 5). The 

incorporation of these innovations enables an 

accurate and dependable management of energy 

resources that supports the integration of renew-

able energy sources and boosts the resilience and 

flexibility of the electricity network. This not only 

leads to enhancements in energy efficiency and 

financial savings, but also impels the shift towards 

a more environmentally friendly and sustainable 

future for energy consumption.

FIGURE 5 – Example of how electricity can be shared, stored and traded within a blockchain platform
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Looking towards the future, several technologies 
stand ready to bring changes in the domain of 
dynamic electricity control. For instance, advanced 
computing has the potential to greatly improve 
real-time energy management and optimization. 
This could lead to adjustments in energy pricing 
and consumption patterns. Moreover, progress in 
AI and machine learning could pave the way for 
energy systems that are able to adjust consumption 
and production levels on their own, maximizing effi-
ciency and seamlessly integrating with intelligent 
grids. The emergence of advanced computing holds 
the promise of tackling optimization challenges that 
are currently beyond the capabilities of traditional 
computers. AI algorithms, for instance, could optimize 
the distribution of energy resources in real time by 
taking a multitude of variables and constraints into 
account. Advancements in AI and machine learning 
will provide systems that can learn from data to 
forecast consumption patterns, allowing real-time 
energy optimization based on these predictions.

Another fascinating development lies in the applica-
tions of Decentralized Autonomous Organizations 
(DAOs) within energy management. These orga-
nizations could function independently from utility 
companies, using contracts and blockchain tech-
nology to oversee energy resources and transac-
tions. This model could establish a transparent 
energy ecosystem capable of adapting to fluctua-
tions in supply and demand with minimal external 
supervision. DAOs have the potential to enable 
peer-to-peer energy trading on scale, empowering 

individuals and communities to manage their 
energy resources. This innovative approach could 
decrease dependency on grids. Using contracts, 
DAOs can streamline energy transactions, ensuring 
effectiveness while cutting down on expenses.

Conclusion
To conclude, innovative electricity management 
practices are revolutionizing the energy sector. 
By integrating these systems with cutting-edge 
technologies and specialized software tools, like 
energy management platforms, bidirectional 
charging stations, energy communities, and peer-
to-peer applications, electricity management and 
consumption are experiencing transformations. 
These advancements not only boost energy 
efficiency and sustainability, but also empower 
consumers to save costs, while contributing to a 
more environmentally friendly future. By decen-
tralizing power sources, these tactics will also 
contribute to a more stable energy system.

The incorporation of technologies like advanced 
computing, AI, and DAOs holds the potential to 
drive other substantial transformations, shaping 
a more effective and robust energy environment. 
As these technologies progress and evolve, possi-
bilities for creativity and enhancements within the 
energy industry will be open.

https://repository.tudelft.nl
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Two-Factor Authentication

Thrid Generation
3rd Generation Partnership Project 

Fifth Generation 

Sixth Generation

Access Control List
Activation Functions
Analog to Digital Converters
Artificial Intelligence
Automated Intelligent 
Management
Automated Intelligent 
Management Decision Elements
Application Programming 
Interface

Broadband Access Abstraction
Bennet-Brassard 1984
Broadband Forum
Bidirectional Encoder 
Representations from 
Transformers
Back-to-back 
Bandwidth

Configuration as Code
Capital Expenditure
CCO Domain Orchestrator
Coexistence Element
Crest Factor Reduction 
Continuous Integration/
Continuous Delivery
Committed Information Rate
Cloud Central Office
Cloud Native Application 
Protection Platforms
Cloud-Native Network Function
Convolutional Neural Networks
Central Office Re-Architected as a 
Datacenter
Commercial Off The Shelf
Cyclic Prefix
Customer Premise Equipment
Central Processing Unit

Conditional Random Fields
Communication Service Providers
Central Unit 
Continuous Variable Quantum 
Key Distribution

Digital to Analog Converters
Deep Averaging Networks
Decentralized Autonomous 
Organizations
Dynamic Application Security 
Testing
Dynamic Bandwidth Allocation
Double-Sideband
Digital Down Converters
Digital Front End
Discrete Fourier Transform
Dynamic Host Configuration 
Protocol
DHCP Relay Agent
Downlink 
Distributed Ledger Technology 
Deep Multi-Scale CNN
Disaggregated OLT
Digital Pre-Distortion
Digital Subscriber Line
Distributed Unit
Digital Up Converters
Discrete Variable Quantum Key 
Distribution

End-to-End Service Orchestrator
External Cavity Laser
Extended Cyclic Prefix
Excess Information Rate
External Modulated Lasers 
Embedded OMCI
Extinction Ratio
European Union 
Electric Vehicle

Fixed Access Network Sharing
Fault, Configuration, Accounting, 
Performance, and Security
Fast Fourier Transform
Fiber To The Home
Finite Impulse Response
Field Programmable Gate Array

2FA

3G 
3GPP

5G

6G

ACL
Act

ADCs
AI

AIM

AIM-DE

API

BAA
BB84

BBF
BERT

BtB
BW

CaC
CapEX

CCODO
Cex
CFR

CI/CD

CIR
CloudCO

CNAPP

CNF
CNN

CORD

COTS
CP

CPE
CPU

CRFs
CSP
CU

CV-QKD

DACs
DANs
DAOs

DAST

DBA
DBS

DDCs
DFE
DFT

DHCP

DHCP RA
DL

DLT
DMCNN

D-OLT
DPD
DSL
DU

DUCs
DV-QKD

E2ESO
ECL
ECP
EIR

EML
eOMCI

ER
EU
EV

FANS
FCAPS

FFT
FFTH

FIR
FPGA

2

3

5

6

A

B

C

D

E

F
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Fiber-to-the-Home
Four-Wave Mixing

Genetic Algorithm 
Gradient Boosting Trees
Generative AI
Gigabit Passive Optical Network
Generative Pre-trained 
Transformer

Hierarchical Quality of Service

Infrastructure as Code 
Interactive Application Security 
Testing
Intent-Based Networking
Inverse Discrete Fourier Transform
Intrusion Detection Systems
Inverse Fast Fourier Transform
Inverse Zero-frequency Shift
Inverse Fourier Transforms
Integer Linear Programming
Infrastructure Provider
Internet of Things 
Intrinsic Quantum Bit Error Rate
Inter-Channel Interference 
Intersymbol Interference 
Internet Service Provider
Information Technology
Information Value
Interactive Voice Response

JIRA Query Language 

Linux Foundation
Large Language Models
Low Noise Amplifier
Long Short-Term Memory

Mergers & Acquisitions
Medium Access Control
Mean Absolute Error
Multi-Dwelling Units
Mutual Information
Mixed Integer Linear 
Programming
Machine Learning
Multilayer Perceptron

Multiprotocol Label Switching
Maximum Spectral Excursion 
Maximum Tuning Error

Neurons
Northbound Interface
Numerically Controlled Oscillator 
Normal Cyclic Prefix
Named Entity Recognition
Network Federated Ecosystem
NFV Infrastructure
Natural Language Processing
Network Management System
Neural Network 
New Radio

Optical Distribution Network
Optical Distribution Point
O-RAN Distributed Unit
Organization for Economic Co-
operation and Development
Orthogonal Frequency-Division 
Multiplexing
Optical Line Termination
Optical Line Terminator 
Optical Line Terminal
ONU Management Control 
Interface
Open Networking Foundation
Open Network Operating System 
Optical Network Terminal
Optical Network Unit
ONU Authentication
ONU Management 
Open Radio Access Network
Optical Spectrum Analyzer
Optical Splitter Joint
Operation Support Systems 
Optical Terminal Box

Peer-to-Peer
Power Amplifier
Peak to Average Power Ratio
Power Amplifiers
Physical
Power Meter 
Proof of Concept
Physical OLT 

FTTH
FWM

GA
GBT

Gen AI
GPON

GPT

H-QoS

IaC
IAST

IBN
IDFT
IDS

IFFT
IFFTSHIFT

IFT
ILP
InP
IoT

IQBER
ISI
ISI

ISP
IT
IV

IVR

JQL

LF
LLMs
LNA

LSTM

M&A
MAC
MAE

MDUs
MI

MILP

ML
MLP

MPLS
MSE
MTE

N
NBI

NCO
NCP
NER
NFE

NFVI
NLP
NMS

NN
NR

ODN
ODP

O-DU
OECD

OFDM

OLT
OLT
OLT

OMCI

ONF
ONOS

ONT
ONU

ONU Auth
ONU Mgmt

O-RAN
OSA
OSJ
OSS
OTB

P2P
PA

PAPR
PAs
PHY
PM

PoC
pOLT

G

H

I

J

L

M

N

O

P
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Passive Optical Network
Proof-of-Stake
Pattern Generator
Point-to-Point Protocol over 
Ethernet
Physical Random Access Channel 
Physical Resource Blocks
Precision Time Protocol 
Physical UL Shared Channel 

Quality Assurance
Quadrature Amplitude 
Modulation 
Quantum Key Distribution
Quality of Service

Retrieval-Augmented Generation
Radio Access Network
Runtime Application Self-
Protection
Resource Blocks
Region-based Convolutional 
Neural Networks 
Resilient Distributed Datasets
Resource Elements
Radio Frequency
Random Forest 
Recency, Frequency, and 
Monetary Value
Reinforcement Learning from 
Human Feedback
Root Mean Square
Radio over Ethernet
Received Optical Power
Raspberry PI 5
Rivest-Shamir-Adleman
Radio Unit

Simulated Annealing
Static Application Security Testing
Southbound Interface 
Software Bill of Materials
Subcarriers
Systems Development Life Cycle
Software Defined Networks
SDN Manager & Controller/ SND 
Management and Control
Standards Development 

Organization
Single-Dwelling Units 
Software Enabled Broadband 
Access
Element Management System 
Energy Management Systems
SHapley Additive exPlanations
Security Information and Event 
Management
Secure Key Rate 
Service Level Agreements
Synthetic Minority Oversampling 
Technique
Semiconductor Optical Amplifier
Service Order Management
State of Polarization
Single Photon Detector
Spontaneous Raman Scattering
Standard Single-Mode Fiber
Systems Vulnerability Detection 
Tool 
Support Vector Machines
Apache Subversion
Software

Testing-as-a-Service
Time Division Multiplexing
Telecommunication Company
Telecom Management
Time of Use
Tabu Search 
Time and Wavelength Division 
Multiplexing 

User Equipment
Uplink
Universal Sentence Encoder 

Vehicle to Grid
Verifiable Credential
Very High-Speed Integrated 
Circuit Hardware Description 
Language
Virtual Network Operator
Variable Optical Attenuator
Virtual OLT Hardware Abstraction
Virtual OMCI
Verifiable Organizations Network

PON
PoS
PPG

PPPoE

PRACH
PRB
PTP

PUSCH

QA
QAM

QKD
QoS

RAG
RAN

RASP

RBs
R-CNN

RDD
REs
RF
RF

RFM

RLHF

RMS 
RoE
ROP
RPi5
RSA
RU

SA
SAST

SBI
SBOM

SCs
SDLC
SDN

SDN M&C

SDO

SDUs
SEBA

SEM
SEM

SHAP
SIEM

SKR
SLA

SMOTE

SOA
SOM
SOP
SPD

SpRS
SSMF
SVDT

SVMs
SVN
SW

TaaS
TDM

TELCO
TM

TOU
TS

TWDM

UE
UL

USE

V2G
VC

VHDL

VNO
VOA

VOLTHA
vOMCI

VON

Q

R

S

T

U

V
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Vector Signal Analyzer
Vector Signal Generator

Web Application Firewalls
Wavelength Division Multiplexing
Wireless Local-Area Network
Wavelength Multiplexer 

Extended Detection and Response
10 Gigabit Symmetric Passive 
Optical Network

You Only Look Once

Zero Touch Provisioning

VSA
VSG

WAF
WDM

WLAN
WM

XDR
XGS-PON

YOLO

ZTP

W

x

Y

Z
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